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Introduction

Goliath Customer P.C. is an intellectual property law firm located in Pittsburgh PA. The law firm
has approximately 300 employees and uses Citrix XenDesktop to deliver desktop computing
and application access to employees. Since the recent upgrade to XenDesktop 7.11 there have
been performance issues that have been plaguing users. These user’s issues have primarily
revolved around slow session performance and long logon times.

On Wednesday, July 5", 2017 the IT team at Goliath Customer engaged Goliath Technologies to
assess and review the environment. There were two key goals for the project. The first was to
review the environment from an architecture and configuration perspective. The goal of this
phase was to ensure that the architecture and components are configured following best
practices. The second phase was to review the user issues that have been chronic in the
environment and identify the root cause.

This report details the architecture and configuration of the environment, it also includes the
specifics related to the analysis of the slow logons and session performance issues. Contained
within the following content are the detailed findings and recommendations going forward for
Goliath Customer.

Section 1 — Enterprise Infrastructure Configuration Findings

The following section details the overall design of the components that the environment is
comprised of. This includes the physical hardware components, the network, dependency
services and the Citrix role server components.

Virtual Infrastructure

The infrastructure is comprised of two environments. VMware vSphere 6 is the hosting
platform for the primary infrastructure. All services including Active Directory, DHCP, DNS, SQL,
File Server and Citrix role services are hosted on vSphere ESXi servers. There is a separate
XenServer 7 server pool comprised of three physical host servers that the VDI guest VMs reside
on.

Network Infrastructure
Users mostly connect to the environment locally on the LAN. Users also access resources

remote from home and other locations outside the office. There are also some permanent
remote users that access the environment from Canada.
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Remote users access the environment via NetScaler Gateway SSL proxied ICA session. RSA soft
tokens are integrated into the NetScaler Gateway remote access portal for multi-factor
authentication.

All connections from the LAN are interconnected via Cisco core 4505 switch. The core switch
routes layer three traffic for the internal network. The Citrix environment and storage networks
are hosted on 2 Cisco 3750 switches. Each 3750 connects to the core via 10Gbps fiber uplinks.
The switches are not stacked, but rather configured in a mesh configuration. vMotion traffic is
not on a dedicated VLAN, and currently uses the production LAN network. Storage Traffic
traverses a dedicated non-routable VLAN. There is no DMZ configured in the environment, all
externally facing resources are located on the internal trusted network. This Firewall is a Cisco
ASA 5110.

Storage is hosted on a Dell EqualLogic SAN comprised on 10K spindles, this applies to all storage
across the infrastructure except for the write cache data for PVS. The cache data is stored on an
array with 15K spindles. The physical servers are HPE DL380s that connect to the network via
bonded 1Gbps pairs.

Users connect to Citrix from either HP T510 thin clients or from Asus USX32a laptops. In the
office, thin clients and docked laptops access the network via hardwired gigabit connections.
Roaming laptop users access the network via Wi-Fi connections.
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Citrix XenDesktop Configuration

Goliath Customer currently has XenDesktop 7.11 deployed as their virtual desktop platform.
There are 130 licenses available and the concurrent user count at any given time is 100. Citrix
role servers are deployed as follows.
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e Two NetScaler version 11

e Two StoreFront Servers

e Two XenDesktop 7.11 Delivery Controllers

e Two Provisioning Services 7.8 servers (physical servers)

e Licensing Server

e SQL Database, single server no high availability

e XenServer 6.6 (two host servers)

e Citrix Role Servers, SQL server and Domain Controllers are deployed as virtual machines
on a VMware vSphere 6 cluster



Goliath Technologies

GOLIA I H 101 W Elm Street
Suite 420

T E C H N O L O G I E S""“ Conshohocken, PA 19428

Phone: 855.465.4284

B E P R O A C T | V E Fax: 866.433.1622

The XenDesktop environment is comprised of four delivery groups and four machine catalogs.
The delivery groups are configured as follows.

ClC,
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The development delivery group is configured for staging and testing image updates, and is
comprised of two desktops. This delivery group is connected to a corresponding machine
catalog delivered from PVS with the vDisks configured in private mode.

Oetalls | Appications | Desktops | Machine Catsioge | Usspe | Tags | Acenistraton
Delivery Group State

Develapment

7.8 for newer) 2 machines are in maintenance mode
Al

hitps:/f
hatpsaf

rgtalled VL O T.1.0.86
Operating Systen Windows 7 Service Pack |

The IT delivery group is configured for the IT group. IT is comprised of 4 virtual desktops
contained in a corresponding machine catalog. These desktop images are used for IT day to day
operations and have applicable software and tools installed in the image.

Details - IT

Oetaits (hpplcuiontipDitoei ) iaiogs (1) | Usage | Togs | Aamiistrators |

Delivery Group State

T0.86
Windows 7 Service Pack 1
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The production delivery group is the primary production delivery group for the law firm’s users.
It is comprised of 114 virtual desktop computers contained in a corresponding machine catalog.

| Details - Production

Delivery Group State

Name: Production Enabled: Ves
Description: - Maintenance Mode: off
Setto VDA verswn: 7.8 (o7 newer) Registered Machines: e
Users: T I ET S e Unregistered Machines: 0

Scopes: All Powered off Machines: o

StereFronts: hitps// u Total Machines: 4

hittps:/ Instalied VDA version: 7.1.0.86
Cpesating System: Windews 7 Service Pack 1

The testing delivery group, also configured from a corresponding machine catalog and is used
for testing updated vDisks before they are put into production. There are 8 virtual desktops in
this delivery group.

Detasls - Testing
Delivery Group State
Name: Testing Enabled: Yes
Description: . Maintenance Mode: off
Set to VDA version: 7.8 {or newer] 8 machines ae in maintenance mode
Users: = n Fagistered Machines: ]
Scopes: Al Unregistered Machines: 1]
StoreFrants: hetps:/? Powered off Machines: 8
[ Total Machines: L]
Installed VDA version: 71086
Operating System: Windows T Service Pack 1

All four virtual machine catalogs, depicted below are configured to be pooled, random
desktops. All machines in each delivery group discard user data and reboot upon logoff.

Machine Catalog 4 | machine typs Me, of maenines Alceated machines

Development Desktop OS (Virtual) 2

Allocation Type: Random User data: Discard Provisioning method: Citrix provisioning services

T Desktop OS (Virtual) 4 4
Allocatian Type: Random Iser data: Discard Provisioning method: Citrix provisioning services

Production Desktop OS (Virtual) 114 114
Alocation Type: Random User data: Discard Provisicning methad: Citrix provisicning services

Testing Desktop OS (Virtual) 8 8
Allocation Type: Random User data: Discard Provisioning method: Citrix provisioning services
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XenServer Configuration

The VDI infrastructure is hosted on three XenServer host servers. The XenServer cluster
configuration is as follows.

on. View Pool Sewer WM Sterage Templstes Teck Help
[+ (Ao Servee | T oo Poct T Mew Stzeage TN ew 't
Qs
A— General | Memery | Storage| Meteorbing [GPU [HA | WLB | Users | Semrch

-

BEEIIIOE 885858558558 b'o.. ;

i frastructure

i Obiect:

Networks

Name  Description
5, Bomd D=1
i Bond 101
 Bond de §

| Add Metwark. || Propemes |

1P Address Configuration

MIC_ .+ VLN duto
Band (=1 - Me
Bond e} - L
Bondded - Mo
MC PSeup 0P Addvews  Subnetmask  Gatewsy

1 Bond el State

Bond 45 Saste

1 Bond 01 Static

Bond 4+ 5 Saabec

1 BondOe1 State

Band 4= % St

Link Staben  MAC

Conmcted
Connected

Each server is configured with a management and iSCSI virtual network. The connections are
comprised of bonded 1 Gbps pairs. The storage network is non-routable iSCSI. Shared storage is
hosted on an EquallLogic SAN, the primary array is 10K SAS. Cache data is stored on a 15K SAS
shelf for high IOPS performance.
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Storage
[ Name Description Type Shared  Usage Size Virtual allocation
W™ T . WMoveriS.. Yes 78%(2346GBused) 300GB  2167GB

j— B S S Eemii  LWMoveriS.. Yes 78% (246 GB used) 300GB  243GB
(=1 AT B RSN, LVMoveriS.. Yes 72%(2166GB used) 30068 207.6GB
g = e cwom o —— M No 0% (20 MB used) 237968 §MB
(=] S S8 5. il B i udev No 0% (0B used) 0B 08
o = R e LWMoveriS.. Yes 75% (2256 GB used) 300GB 216668
Pk s - M ekl S i-  udev No 0% (0 B used) 08 08
R b e e e mm pm e omamm udev No 0% (0 8 used) o 08
O s Y. Meea Tl D SN, udev No 0% (08 used) 08 08
P — B e i LVMoveriS.. Yes 75% (2256 GBused) 300GB 2166 GB
Ul hns = Meaa el S i udev No 0% (0 8 used) 0e 08
= e B . No 0% (0 B used) 08 08
O i s T (ool - P . Et3 No 0% (1873MBused) 2341GB 0B
e e T o ww e LW No 0% (4 MB used) 2379GE 08

Each server has 320 GB of RAM allocated, two of three host servers are at approximately 75%
emory utilization on a consistent basis.

L | —— | ——
Generst | Memory | Saovnge | Nesworking [ U [1a [ ws Josen | semch
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Total utilization metris per host is demonstrated bleow. Two of the three host servers are above 55%
processor utilization and as stated above, at 75% memory consuption. One host server is under 35%

CPU and 50% memory ultilzation.

" OO Unee £3%

w58 Space Use: 65%

Memory Trend: % Used

| |
207 WMIQT WIGO? T WIKOY INET 161007 1261007 261207
— Mamary Used

. CPU Unet 35% % 5% Gpace Use: 65%

CPU Trond: % Used, %C/P States and %eloadAvy Memory Trend: % Usod

Percer
Percent

.
88853883

20

0y U 1 1 U 1 1 [} |
WIAT TACEOT VW07 IREHOT 26T 61067 76 13:07 I26 12107 M7 M
—) W Gt —C Ve

(]
MWIOT I 1007 I 1107 26 12:67
— —C) St L

stnt 7262017 537 | Ena 7262017 1137_] Rt P e
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XenServer Host Metrics
0S Ver:  Xen Server Host

Group:  Auto Register Group Notes:
Domain:

Storage & VM Lists.

“ COU User 22%

~ SR Space Uker 66%

CPU Trond: % Used, %C/P States and WloadAvg Memory Trond: % Used
100 1
» L]
L -
» »
o e
- 5
| 3 D
» b
0 »
10 »
oy } { ' 1 1 ' 1 oy !
W S0T IERT TTAT WAKO0T 26907 T4 1007 I8 14,07 /24 307 FMIRT WMNGOT WTHT WO TN0T I 1007 I/ 1107 126 1207
— Y —) W Giate w— WP State we— WoadAeg — sy Used
Start (72672017 537 | Ena [7262017 1137 | Retean Poet Close.

Provisioning Services Configuration

Provisioning Services are configured on two bare metal Windows 2012 R2 servers. Each server
is configured with 32 GB of RAM. The PVS farm configuration is as follows.

The farm is configured to merge images after automated vDisk update. Default farm
configurations are in place. Offline database support is not enabled for the PVS farm.

General | Secuty | Groups | [ ptions | ¥Disk Verson | status | General | Secuty [ Groups [ Uensng | Oéens | vDisk Verson | Status | ,
Ato-hdd Offline database support
. 3 ] Enable auto-add
Mest if number of versions from base image exceeds: s B A e not enabled
o] Merge sfter automated vDisk update., # over slert threshold Vidien7
Default sccess mode for new menge versions Maintenance v) ::;:euwmd.ﬁmﬁw““ L
Audiing
[[] Enable audting
Offine database support

[] Enable offine database suppot

ok |[ coce [[ Heb | [ ok |[ canca |[ b |

11
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The farm is comprised of two servers with connections evenly load balanced.
La%
Name Connectons Description
2 - 52
9 L 60

Development vDisk images are configured in private mode for IT and Production images. All other

images are configured in standard mode with Cache on RAM configured for 1GB of RAM.

also configured for write cache data.

Name Store Connectons  Size Mode lass Descrption
Development §7.242 M8 Pricate T Gold image
S Development 0 £1,198 M8 Private Producton Gold mage
m 4 57.342M8 Cache in Device RAM with Overflow on Hard Dsk: 1024 NB T mage
g — Production "4 51,198 M8 Cache in Device RAM with Overflow on Hard Disk 1024 MB Producton image
= Testng ¢ $1,198 M8 Cache in Device RAN with Overfiow on Mard Disk: 1024 MB Producton imsge

Testng 0 S1.198 w8 Cache n Device RAM with Overfiow on Hard Dsk

1024 8

Production image

XenServer pool connection is configured for automated image updates.

Disk offload is

Name Connection Type
\.-»-. TN ——

T T e

Description
Citrix XenServer
Chirix XenServer

e ms oy

There are four device collections, each corresponds with the machine catalogs and delivery

groups configured in the XenDesktop site.
b gl vLisk Update Manager,
4 g Device Collections
& Development
g
&) Producticn
Bl Testing

Two aggregated network connections are configured on each PVS server. The Production
connection is comprised of two adapters and is configured for management/general network
access. The XenStream connections are configured for streaming images to target devices. The
XenStream network is non-routable.

Organize v  Disable this network device  Diagnose this connection  Rename this connection  View status of this connection  Change settings of this connection o, v
- NIC1-Production - NIC2-Production ~ NIC3-Stream - NIC4-Stream
. . . )
Rt (Vs [V i
Y el sbit Net e & |nte ~abit Net " . IR bie Alet .
.‘ NICS-Stream t‘. NIC6-Stream a Production
~ . . .
=,  En: >  Enabl N
= t = M ft Net

12
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The XenStream adapter is configured as follows, both File and Printer Sharing for Microsoft networks
and client for Microsoft networks is enabled on the adapter.

| Adapters and Bindngs | Provider Order
Connections are listed in the onder in which they are accessed by

network services.
Connections: E}I\

m ey
= NIC4-Biream ]
=& NICS-Stream

| 4 NICE-Stream |Ad|

Bndings for XenSiream:

| 1 /8] Fiie and Prrter Sharing for Microsoft Networks <g—
[l -+ Intemet Protocol Version 4 (TCP/IPvd)

File & Printer Sharing and Client for MS networks
L] & Intemet Protocol Versn 6 (TCP/IPx6) enabled on the streaming servcies NIC
] 1% Client for Microsoft Networks
[ -a. Intemet Protocol Viersion 4 (TCP/IPvd)
[ - Intemet Protocol Version 6 (TCP/IPvE)

The production network adapter is configured the same as XenStream

| Adapters and Bindings | Provider Order

Connections are listed in the order in which they are accessed by
nietwork services.

Connections:

= Production A
== NIC1-Production %

<k NICZ-Production ]

Bindings for XenStream:

| =} Fite and Prirter Sharing for Microsaft Metworks
W s Intemet Protocol Veersion 4 (TCP/IFv4)
[] -+ Intesmet Protocol Version & (TCP/IPvE)

| "% Client for Microsoft Networks
¥ 4. Intemet Protocal Version 4 (TCP/IPv4)
[ - Intemet Protocol Version & (TCP/IPvE)

13
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Target device network connections are also configured with both a production and XenStream
connection.

o
k/\_/ 53w All Control Panel Rems » Network and Sharing Center o |4 | Search Controt Pene )
File Edet View Tock Melp
Control Panel Home ; L
View your basic network information and set up connections
Change adapter settings * [ ] Q See full map
-
h
ﬁ“'"’:: Msneced Sovey = =2 Multiple networks Internet
(Thes computer)
View yeur active networks
Ib Sl i Accesstype  Intemet
L Doman network Connections: § Production
0
- Unidentified network Access type No Intermet access
Y Pubic netwont Connections: § XenStreaer

Change your netwerking sett

5, broadband, dul-up, ad o<, 66 VPN Conmection of set up & router o

N

Connect of reconnect 1o & wireless, wired, diak-up, o VPN network connection.

HomeGroup

Internet Optons Pocre homegroup and sherrg coter
Wondows Fuewad Access files and printers located on other network computers, of change sharing settings.

XenStream is configured as the primary connection. File and Printer sharing for MS Networks
and Client for Microsoft Networks is disabled.

B e I
Advanced Settings B |

| Adapters and Brdngs | Provider Order

Connections are isted in the order in which they are accessed by
network services

| Connections:

|
< Production
4 Local Area Connection 5 3

| &S/ [Remote Access connections]

Bindings for Xen Stream:
7] 43} File and Printer Sharng for Microsoft Networks
[ . Intemet Protocol Version 4 (TCP/IPv4)
[] 4 Intemet Protocol Version & (TCP/IPvE)
] 9% Client for Microsoft Networks
[[] - Intemet Protocol Version 4 (TCP/IPv4)
[] «a. Intemet Protocal Version & (TCP/IPvE)

14
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The Production connection is configured with the default settings.

| Adapters and Bindings | Provider Order |

Connections are listed in the arder in which they are accessed by

Bindings for Xen Stream:

1 J Fiie and Prirter Sharing for Microsoft Metworks
¥ & Intemet Protocol Version 4 (TCP/IPv4)
[] .2 Intemet Protocol Vrsion & (TCP/IPvE)

] 9% (Ciert for Microsoft Networks
¥ & Intemet Protocol Veersion 4 (TCP/IPv4)
[J -4 Intemet Protocol Version 6 (TCP/IPvE)

network senvices.

Connections:
=l Production Al | ¢
L= NICT-Production i@
= NIC2-Production ] E|
Gmm:m] v

Lok ][ Coes |

VMware vSphere Configuration

XenDesktop role services are stored on a VMware vSphere cluster. The cluster contains all
server resources for the environment in addition to Citrix management resources. The cluster

configuration is detailed below.

vSphere HA
Aderission Control: Enabied
Current Failover Capacity: 2 hosts
Configured Fallover Capacky: 1 host
Host Monitoring: Enabled
VM Monitoring: Disabled
Apphcstion MonRoring: Disabled
Advanced Runtime Info
Chuster Status
Configuration Issues
vSphere DRS
Migration Autormation Lovel: Fuly Automated
Power Management Automation Level:  OFf
DRS Recommendations: o
CRS Fauks: o

Migration Threshold:

Target host load standard deviation:
Current host losd standard deviation:

Vv Resource Distributon Chart

Apply priority 1, priodty 2, priority 3,
ornmerdat]

and priority 4 rec
<= 0.0

hons.

1
0.017 { @ Load balanced)

General
wSphere DRS: on
vSphere HA: on
Yiware EVC Mode: Inbel® “Merom” Generation
Total CPU Resources: 124 Grz
Tokal Mamory: 767.62GB
Total Storage: 7.69TB
MNumber of Hosts: 3
Total Processors: 48
Mumber of Datastore Chusters: 1]
Total Datastores: 22
Virtual Machines and Templates: &9
Total Migrations using vMotion: 171
Commands
& New Virtual Machine GF New Datastore Cluster
@ Add Host @Y Et Sottings
& New Resource Poal

Storage

Sorage resources | Seatus
7] =mn & Normal
% ] - @& Normal
[T & MNormal
o i & Normal
[T ] = m & MNormal
8 . & Normal
7] 8 BN & Normal
o e & MNormal
[= B - el
- L]

| Drive Type
Non-SSD
Non-SSD
Non-SSD
Non-S5D
Non-55D
Non-S5D
Non-S5D
Non-S8D
NAan.CT

29.75. 3
269.25
26925

2.50
2ea 28 T
8

15
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Both High Availability (HA) and Distributed Resource Scheduler (DRS) are enabled on the
cluster.

Cluster Features -Name
vSphere HA
Virtual Machine Options = ==
VM Monitoring
DatastoreHeartbeating Foatures
vSphere DRS
DRS Groups Manager ¥ Tun On viphere A
Rules datects fa, for the
Virtual Machine Options __ Ouster, Core o
Power Management monitoring s annct be detectsd.
HostOptions
VMware BVC viphare HA must be turned on to use Fauk Tolerarce.
SwapfieLocaton

W Tun On vphers DRS
viphere DRS enables vCanter Sarver to manage hosts a5 an aggregate pool of
resources, Quster be for users,
Groups, and virtusl machines,
@mmmmmwwmmdmﬂ

resource alocation
viphare DRS and YMware EVC should be enabled In the dhuster in order to permit
placng with Faud d

o |[emal )

— /&
Cluster Features Hest Monkaring Status
mc'lmp in this :h_mu_ mm_‘mkmqﬂu. IDisable this Festure when
may

Virtual Machine Options

WM Monitoring Enable Moritoring
DatastoreHeartbeating, F S
vSphere DRS
DRS Groups Manag,
Rules
Virtual Machine Options
Power Management Adnisson Conkrol
HostOptions The vSphere HA Adwmission control polcy determines the amount of chuster capacty that is
" H [hees " e
VMware EVC tolerated but reduces the rumber of YMs that can be run.
Swapfile Location
(' Enable: Disallow VM power wiokste availabiity
" Dicable: Allow ¥ poer on that viclate
— Admission Control Policy

Specify the type of policy that admission contral should enforce.
(%" Host Failres the chuster tolerstes: | 1=

Percentage of cluster resources [—E
» reserved a5 fallover spare capacity: L= <
| == Memory

" Specky Falover hosts: 0 hosts specified, Click to edt.

(o ] cma |
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Cluster Features
wSphere HA

VM Monitoring

| wSphere DRS
DRS Groups Manager
Rules

Power Management
HostOptions.
VMware EVC
Swapfile Location

Virtual Machine Options

DatastoreHeartheating

Virtual Machine Opticns

[~ Automation Level

" Manual
viCenter wil suggest cdations for

" Partially sutomated

Virtual machines wil be sutomaticaly placed onto hosts st power on and vCenter
wil suggest For

= Fully automated
Virtual machines wil be automaticaly placed onto hosts when powered on, and

wil be sutomatically migrated from one host bo another to optimize resource
usage.
' tweshald:  Cor — agp

Appbppﬂndyl [pricriky 2, prioriky 3, and priority 4 recommendations.
wil apply recommendations that promise even a moderate mprovement
mum«twum

[oc ] cmu |

DRS Affinity Settings are configured for all redundant services. These services include

StoreFront, Delivery Controllers, Microsoft SQL servers, Domain Controllers, NetScaler VPXs and
Microsoft Exchange servers.

e |

Cluster Features
vSphere HA
Virtual Machine Options
VM Monitoring
DatastoreHeartbeating
vSphere DRS
DRS Grouos Manager
Rules
Virtsal Machine Options
Power Management
HostOptions
VMware EVC
Swapfile Location

§

this page to create rues for virtual machines within this cster. Rules wil apply to
machines only while anmwmudmhmlh

vitual
virtual machines are moved ot of the
Name | Type | Defined by
E §  XenSoreFront Separation SeparateVirtual Machi.. User
B XeaDOCSeparation Separate Virtual Machi..  User
. B ExchangeSeparation Separate Virtual Machi.. User
% @ Xen00C 555e0aration Separate Virtual Machi..  User
# 8 sQsesnation SeparateVirtual Machi..  User
“ A% OCsepaation Separate Vitual Machi..  User
# EE NetscalerSeparsson Separate Virtusl Machi.  User

e i |

o] emen |

17
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kvl Use ths page ta create rudes for virtual machines wihin the cIter. Rules wil apply to
Viphere HA virtual machines only whie they are deployed to this chuster shaSwill nok be retaned f the
Virteal Machine Options vitual machines are maved out of the duster.
VM Monitoring
DatsstoreHeatbesting Nsrmes Tyve Defined by
vSohere DRS = B E XenRoreFront Separation Separate Virtusl Machi..  User
ORS Groups Manager & ===
Rules & om—
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Citrix and Group Policy configuration

The Citrix HiDef policy template is applied to the production users in the environment. The

policy is configured with default settings and has not been modified.

» Audio quality
User setting - ICA\Audio
High - high definition audio (Default: High - high definition audio)

» Auto-create client pri
User setting - ICA\Printing\Cient Printers
Auto-create all dlient printers (Default: Auto-create ol client printers)
» Client USB device redirection
User setting - ICA\USB Devices
Allowed (Defsult: Prohibited)
¥ Client USB device redirection rules
User setting - ICA\USB Devices
(Defoult:)
b Default printer
User setting - ICA\Printing
Do ot adjust the user's default printer (Default: Set default printer to the client’s main printer)
» Desktop wallpaper
User setting - ICA\Desktop Ul
Allowed (Default: Allowed)
» Direct connections to print servers
User setting - ICA\Printing\Chient Printers
Enabled (Defeult: Enabled)
» Dynamic windows preview
Computer setting - ICA\Graphics
Enabled (Default: Ensbled)
» Extra color compression
User setting - ICA\Visual Display\Stll images
Disabled (Default: Disabled)
» Flash video fallback
User setting - ICA\Adobe Flash Delivery\Flash Redirection
Not Configured (Defeult: Not Configured)
» Legacy graphics mode
Camputer setting - ICA\Graphics
Disabled (Default: Disabled)
» Meny animation
User setting - ICA\Desktop Ul
Allowed (Default: Allowed)
Multimedia conferencing
Computer setting - ICA\Multimedia
Allowed (Default: Allowed)
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» Preferred color depth smwle graphics
User setting - ICA\Visual Dispia)
24 bits per pixel (Ds

» Target frame rate

al Display\Maoving Images
10 fps (Default: 10 fps)

} Universal print driver usage
User setting - ICA\Printing\Drivers
Use universal printing only if requested driver is unavailable (Defsult: Use universal printing only

¥ Universal printing optimization defaults
User setting - ICA\Printing\Universai Printing

hi Tmeiom(uhmg TmrAllqunnAnm insToModify=False (Defauit

# requested driver is unavailsble)

hing=True,

Use video codec when avallnhlr (Default: Use video codec when available)

View window contents while dragging
User setting - ICA\Desktop U

allback prevention
User setting - ICA\Multimedia
Not Configured (Default: Not Configurad)

= @ Vol

.| AppLocker
= Microsoft Internet Explorer
-[ Micrasoft Lync 2010
=/ Microsoft Office 2010
WOl Restark
‘windows 7 Computers

Windows 7 Computers-ho Refresh

“Windows 7 Users

‘windows 7 Users-Mo Refresh
windows 7-207

Computers

2| Groups

.-; Users

=/
|
= Windows 7 Personalization
=/
=/
f
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Several Group Policies have been configured at the Active Directory level for profile
management, security and for application configuration.

Citrix Profile Management is leveraged for managing roaming profiles. CPM is combined with
folder redirection to manage profile size and stability.
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Section 2 — Performance and User Experience Findings

Virtual desktops are configured with 1 vCPU and 5 GB of RAM. 1GB of RAM is used for PVS write
cache data. Each VDI is configured with a dedicated vDisk hosted on a 15K SAS array. This disk is
for write cache spillover if more that 1GB is required for write cache. All VDI virtual machines
are PVS target devices and boot to one of the four PVS vDisks detailed in the previous section.

During the engagement, there were two key issues that stood out, slow logons and session
performance issues, manifesting as sluggish desktop and application performance. The slow
logon issues occurred randomly to different users at different times. The session performance
issues consistently impact the same subset of users who are power users in the environment.

An example of the logon duration issues is depicted below. The long logons occur during
different times of the day and to different users.

Vitual Machine Name Summary State UserName. CPUUSe Avg.CPU  Memory lise ICA Litency  Avg. ICA Latency o Name

nUve naw 2en Preaccson
nUse 92%
nlse 29 % 52%

22me Potcsen
T4ms Pveseson
wow 15me Freduton
e x aew 07N

14ms Produton

2%
nise 3 "IN

03%
nine s 3%
e 2 0
nine 2% nas
2a%
3TN

uen @43 2010714 23050

21%
0s%

"o

wan  2s% nss
26%
e 23 % LT

wse ‘ 3%
nUse T8 wIN 14310010

n2s 100

wan nan 148012010
no%

s

100

1100

ors 100

100

There were two key common denominators when assessing the logon duration breakdown of
the users. In every instance logon script execution and profile load time were identical in
duration, and generally where most of the time was consumed, this is shown in the examples
below.
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Logon Duration Details for: mmm e w oo

Logon Duration Breakdown by Stages Desktop
Connect DT Client Address Recoanect  Logon Brokering VM Start  Client Valid  Server Valid HDX Auth GPO Scripts. Profile Load
2017-07-10 08.57:44 = No 63.33 secs 023 secs 7.6 secs. 704 secs 027secs. 1596 secs 8.13secs 0.76 secs. 389 secs

~ Logon Duration Brokering Stages for: "uilliis » "N B
Citrix Delivery Controller Start.up Stages

CASD CONSD coso DMSD CESD PCSD mcoso SCSD $SSD
0.27 secs i 133 secs. 5571 secs

AECD BUCC CFDCD €oco IFDCD LPWo NRCD

scco sco SLCD TRWD
326 secs 0001s0cs 0001 s0cs

= Logon Duration Session Launch

Action Time Duration A
Brokening & Cent Vaddation 20170710 08:58.05 7.8 secs. ZDC/DDC Broker FENE_—
Accourt detals
Account Name - CN
Get Account Data 0858110387110 0'secs Account Domain Ny s s
OC Name - W L ]
OC Domain Name
Doman Controber detaits
Domai Controller Data 085811 103871100 052 secs. Domain Confrober Name 5%
Domain Controlier IP Adssww m Joo M
Lint of appicable Group Polcy cbjects o . .
[ —_
ey S peacs. 1553 Govo Poky LESD — Time Spent running logon scripts
mw&wmmmmmﬁtmmmmhmm
e en e PLSD - Profile load time
Registry Extensions 08 56:12 554885000 822secs, pndows T .
Microsoft Ofice
Crix Group Policy Extensions 08:58:12.060544800 0.56 sacs. Seseg Gt Growp Policy Exdension Proceselrg v
Eniddar Dadirackinn Eviancians 08 5842 €29797200 48 cane  Staing Folder Redirection Exensica Processing
Refresh Print
I
Logon Duration Detalls for:  mem s s mm @ o
Logon Duration Breakdown by Stage: Desktop
Connect VT Client Address Reconnect Logon Brokering VM Start  Client Valid  Server Valid HDX GPO Scripts Profile Load
2017-07-10 08:46:00 No  149.19secs  0.03secs 83secs.  7.78secs 03fsecs. 1455secs. 36Bsecs. 066secs 2628 secs

= Logon Duration Brokering Stages for: W s
Citrix mﬁvﬂy Controller Start-up Stages

CASD CONSD coso PCSD PLSD PNCOSD SCSD 555D
0.39 secs. OSSm 126 secs. 150.15 secs.
C sunu

D Stages
AECD BUCC CFDCD coco NRCD RECD scco sco SLCD TRWD
071"8 0685.(3 098 secs 12secs. 0001secs 0.001secs

- Logon Duration Session Launch

No Logon Duration Launch Details Available Yet for this Session

Wait a Minute for Data to be Collected, Then Click 'Refresh’

The net result of the slow logon issue points directly to the profile load time. In every session
slow to logon, the profile load and script execution times are identical and the largest
contributor to the overall logon duration. It is typical and expected to see both LESD and PLSD
times match when the root cause of logon duration slowness is the result of Citrix UPM profiles
loading slowly.

The session performance issues were the more critical of the issues that users were
experiencing. As previously stated, these issues manifested in sluggish performance related to
graphic presentation and application operation. The commonality with these issues is that the
same subset of power users were impacted on a reoccurring basis.
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Over a period of two weeks data was gathered related to user session data and analyzed on
two separate occasions. The results detailed below detail the findings related to user sessions
experiencing slowness and overall poor user experience.

Virtually all the poor performing sessions during this assessment manifested in the following
manor; high round trip times coupled with very high CPU utilization. Some sessions also had
high ICA latency and RAM usage as well, but RTT and CPU were the consistent sources of
concern. From a network performance standpoint, connection speeds and network latency
were at optimal levels for all user sessions throughout the duration of the assessment.

Sessuon Periormance Metrcs for Sesson convol | B

] High ICARTT

e o oy~ Direct Relationship

XenServer Virtusl Machine with Agent Metrics
Name:
IPAddr: =

Windows 7 Enterprine . 617601 Runnieg 90 Host
ack 1

Notes: AgenfVersion 7110 86
Oroupi  Production
XenDesktop- Regjazraton Stato Registered AlocationType - Rasdom
D090¢  Desktop Kind Shared Domains VAX ApphcatiorinUse

Mrosen
O3 Vert Senice P

CPU, Memory & Disk Use
1

. Noutacek Pertormance
- e

\
evmery Tre

High CPU Trend

S (071620170830 | Ene (1002017 1242 Bt )

When round trip time is high, and other latency metrics (ICA latency and network latency) are
low, it is indicative of a system level performance problem. This is reflected in the data samples
above, and in the following examples below. There is a direct correlation between RTT and
processor utilization on each analyzed session. The possibility of this being VM or hardware
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specific was also ruled out as some users were observed on multiple different virtual desktops.
In every case the process/RTT condition followed the user and not the virtual machine.

ICA Latency

BUNHSE8EED Y

"
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A CPU consumption analysis was performed for all the VDI to determine how widespread the
CPU utilization condition was. For the point in time that the data was analyzed, six users/VMs
were over 99% processor utilization, and five were over 55%.
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RAM consumption was also analyzed and 26 machines had 20% or less available RAM.
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Performance Graphs were configured to trend CPU utilization over time. Both XenServer host
and VM performance were charted over a four-day period. During business hours CPU
utilization was between 65% and 85% for two XenServer hosts. During off hours CPU utilization

dropped to 25% or less on all three host servers.
\ g g 7 1
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The same analysis was performed at the VM level resulting in trends that mirrored the host CPU
consumption data points shown above.
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In summary, the analysis determined that users experiencing poor session performance are
experiencing high ICA round trip time. The same users also experiencing high resource
utilization while ICA RTT is high.

Section 3 — Recommendations
XenDesktop Architecture

From an overall design and architecture perspective the Citrix XenDesktop environment is
configured to recommended practices. From a management server perspective, there are
redundant NetScalers configured as an HA pair, two StoreFront servers and two Delivery
Controllers. The VMware Cluster is configured with DRS and HA, and affinity rules are
configured ensuring that redundant components remain separated on different physical host
servers. This is also consistent with their Domain Controllers and redundant application servers.

The XenDesktop database is not in a redundant configuration and resides on a stand-alone SQL
server. VMware HA is configured, but would still result in down time should a database issue
occur. If there was a significant issue such as database corruption, the downtime could be
significant. To address this potential issue, it is recommended that the XenDesktop
infrastructure is upgraded to 7.12 to enable local host cache. While the in-place version of
XenDesktop has connection leasing available for providing availability to application resources
in the event of a DB loss, connection leasing does not support the pooled random desktops
delivered in your environment. Leveraging local host cache enables a read-only SQL express
database on the delivery controller. This database is a replica of the production database and
ensures desktop brokering availability in the event of database downtime, regardless of the
root-cause.

XenServer Hosts

It is recommended that the virtual desktops are rebalanced on the XenServer Hosts. Two of
three host servers are at levels of concern for both CPU and RAM utilization throughout the
day. One host is running constantly at a low level of overall resource utilization. Rebalancing
will reduce the strain on the server pool and will leave available capacity for increasing VM level
resources as needed.

The number of virtual machines available is 114 for production users. There are about 100
concurrent connections at any one time. This factor, combined with the current imbalance of
VMs across hosts increases the risk of user downtime should one of the XenServer host servers
become unavailable. To remediate this risk, it is suggested that the number of VDI available in
the Production Delivery Group is increased to 134. The additional VMs should be spread evenly
across all the XenServer hosts in the pool. The additional VDI machines will create an N+1
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availability model, allowing for users to seamlessly establish new sessions should a physical host
go offline for any reason. This remediation should be performed after the desktops are
rebalanced across the VMs. Should additional delivery groups or VMs be added in the future,
the same formula should apply, unless there isn’t a need for high availability of the newly
added resources. Should an additional XenServer physical host server be added, the N+1 model
should remain but the formula for distribution will be adjusted accordingly.

Provisioning Services Recommendations

The PVS environment is configured to best practice and does not have significant issues that
require attention. Physical servers ensure that there is enough resource capacity to satisfy the
demands of the existing target devices and there is room for significant expansion in target
device count over time. vDisk and streaming load balancing is configured and running optimally.

It was observed that offline database support was not enabled for the PVS farm. Without
offline database support, there is risk of downtime should the database or the database server
go offline. It is recommended that offline database support is enabled to add an additional
layer or resilience to the PVS deployment.

The networking configuration of the PVS servers follows best practice by having one aggregated
link dedicated to management and standard operations, and one aggregated link dedicated to
target device streaming traffic. The PVS streaming network is non-routable and dedicated only
to operating system streaming. On PVS server the streaming link has Client for Microsoft
Networks and File and Printer sharing for Microsoft networks enabled. To better optimize the
streaming connection for the Provisioning Server it is recommended that those services are
disabled on the streaming network connections, matching the configuration of the target
device images.

For further optimization of PVS network traffic ensure that spanning-tree portfast or SFP
fastlink is enabled on all switch ports connecting to the PVS environment. On the server side
disable large send offload to reduce latency timeouts of streaming traffic. Additionally, ensure
that all port speeds are configured for the appropriate speed with auto-negotiate disabled. For
more information regarding network optimization following the link below.
https://support.citrix.com/article/CTX117374
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Logon Recommendations

Long profile load and logon script execution stand out as the primary consistency with long
logons occurring in the environment. When these metrics match, it is indicative of Citrix UPM
and is not in and of itself an abnormality. Upon review of the user profile configuration it is
apparent that profile and policy configurations are complex for users in this environment. It
also has been determined that there are sound drivers and a need for this complexity.
Additionally, while folder redirection has been configured as part of the profile configuration,
there are applications that will not function with redirected application data folders. As a result,
those folders require data roaming which also could be contributing to extended logon times.

The steps listed below are recommended for tuning the environment to improve logon
performance times.

1. Review all user profile configurations and ensure that roaming data is minimized.
Inherently roaming data requires time to upload and download, resulting in longer
logon/logoff times.

2. Review CPM configuration and ensure applicable optimizations such as caching and
profile streaming are enabled.

3. Review performance of File Servers during the times of long logons, performance issues
can cause delays with downloading and uploading profile data, resulting in logon times.

4. Review the performance of domain controllers and delivery controllers during the times
of long logons. As with file servers, delays in processing profile and policy data can also
result in long logons.

5. Analyze and identify if there are resource constrains on the VDI for sessions with long
logons. Many of the problematic logons observed during the assessment had either high
memory consumption, high CPU consumption or both on the virtual desktop machines
the users were logging on to. High resource constrains at the VDI level also would
contribute to long login times.

Based on the configuration complexity of user profiles and policies combined with the possible
resource constraints it is likely that the slow profile processing in the environment is
manifesting from a combination of several different variables. Following the recommendations
above should help to pinpoint areas that tuning can occur and should produce positive
improvements with logon duration.

30



Goliath Technologies

GOLIA I H 101 W Elm Street
Suite 420

T E C H N O |_ O G I E S ‘ Conshohocken, PA 19428

Phone: 855.465.4284

BE PROACTIVE Fax: 866.433.1622

Session Experience Recommendations

User session performance issues are the most visible and critical in the environment. Beyond
the fact that slowness occurs to the same subset of users, there is not pattern or predictability
as to when or how these issues occur. As a result, identifying root cause has been troublesome
at best. By analyzing metrics as all layers from the user down to the hypervisor over a period of
two weeks several conditions have been identified, and analyzed. The following list reiterates
each finding and its relevance to the session performance issues.

e High connection speed and low network/ICA latency. All sessions reviewed reflected a
high quality, fast low latency connection for all sessions. High quality sessions, such as
the ones identified in this assessment rule out the network infrastructure as a potential
contributor to session related performance issues.

e High ICA Round Trip Times (RTT). As detailed in the findings above, all users reporting
poor user experience were also showing high ICA RTT. Experiencing high ICA RTT despite
a quality network connection is a clear indicator that system level performance issues
are the root cause.

e High resource utilization at the XenServer host level. Although two of three XenServer
host servers were showing high RAM and CPU utilization during business hours, it is not
likely that host level performance is the genesis of the session slowness. Many users on
heavily utilized host servers are not reporting performance issues. As a result it is not
probable that host level utilization is impacting performance or it would be more wide
spread.

e High RAM at the VM guest level. Some sessions reporting sluggish session performance
have high memory utilization. It is also not likely that guest level RAM utilization is the
root-cause either because some sessions reporting slowness are not reflecting high RAM
consumption. However, it should still be considered as a secondary contributing factor
for users at critical RAM levels.

e High guest machine CPU consumption. All users’ sessions experiencing performance
issues also reflect high CPU consumption over the duration of their session. In each case
there are periods of high and periods of low consumption demonstrating why the issue
would be experienced in an intermittent manner. Furthermore, as detailed in the
findings section, ICA RTT metrics directly coincide with CPU trending statistics. This
correlation draws a direct line from CPU utilization to perceived user experience and
therefore identifies guest GPU utilization as the root cause of the issue.

Overall, based on the findings, users having session related slowness are also consuming high

amounts of guest CPU resources, resulting in an overall poor user experience. The following list
details recommended next steps for resolving the issue.
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1. Create a new desktop delivery group and machine catalog for power users. Creating a
new delivery group will allow CPU (and possibly RAM long term) to be increased for only
the users that require it, without having to add additional resources to all guest VDI.
This process will allow for the issue to be addressed without having to over allocate
system resources across the board.

2. Increase CPU cores from one core to two cores on all guest VDI in the new “power
users” delivery group. Increasing CPU should provide additional overhead to
accommodate the demands of these users. CPU performance should be observed after
new allocation to ensure performance has improved. RAM utilization should also be
observed for these users, in many cases memory consumption was also high and could
result in some users having performance issues beyond what CPU utilization caused. If
necessary increase the RAM allocation to the delivery group/machine catalog as
needed.

3. Rebalance XenServer hosts to accommodate new resource demands. Although this was
recommended in the previous section of the document, it is important to note again.
Adding additional CPU to guest VDI will place greater demand on the hypervisor host
servers. If the additional vCPU is assigned to the guest machines without rebalancing,
the overhead could result in performance related issues for all users on the over taxed
host machines.

Conclusion

In conclusion, the two key issues found in the environment were sporadic long logons and
sessions performance issues for power users. Logon issues are, at least, resulting from the need
to have complex user profile and group policy configuration. They should be resolved through
tuning and assessing each of the logon components.

User session performance was found to be a result of high CPU demands placed on guest VDI
machines. Increasing processor in an efficient manner by leveraging a new delivery group and
machine catalog should alleviate poor user experience.

Overall the design and configuration of the Citrix XenDesktop environment at Goliath Customer

is sound and to best practice. With the exception of minor tuning and administrative
maintenance, the environment should remain stable and scalable well into the future.
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