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Summary

While healthcare IT leaders take great care in choosing the right Electronic Health Records system, the
underlying virtualized desktop delivery infrastructure, like Citrix and VMware Horizon, is key to
delivering MEDITECH and all your applications.

An organization's desktop virtualization infrastructure, and its systems for delivering applications, are
complex and can have numerous hang-ups that will impact end user experience. In this technical
overview you will see how Goliath Performance Monitor and Goliath Application Availability Monitor
are used to support Citrix, VMware Horizon, MEDITECH and other business applications on-premises
in a healthcare setting. You will see the healthcare IT specific functionality of the two products and
how to leverage those features to anticipate, troubleshoot, and prevent end user experience issues.

Purpose-built for Citrix and MEDITECH

Goliath Performance Monitor for hospitals using MEDITECH is built with input from Healthcare IT
teams who deployed Magic, Client Server and MEDITECH 6.x in their Citrix environment in order to
troubleshoot and fix end user experience issues that affect physicians and healthcare workers.

Goliath focuses on providing granular visibility & advanced proactive operational functionality into
three key areas of the Citrix end user experience: Logon Initiation, Logon Duration, and Session
Performance.

Logon
Initiation

95% of

MEDlTECH Logon

EUE issues e Duration

occur during
these 3 stages

Session ©
nl ' Performance
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MEDITECH Integration

Goliath Performance Monitor's module for MEDITECH provides a unified view combining performance
metrics for MEDITECH, End User Experience, and the underlying Citrix or VMware Horizon
virtualization delivery infrastructure. This enables Healthcare IT professionals to view data and metrics
pertaining to the different elements of their environment in one single console and gives them the
power to anticipate, troubleshoot and prevent end user experience issues.

End User -Citrix / VMware
MEDITECH Experience Horizon

Metrics Performance

4

Embedded Intelligence & Automation

= - — |
o = Goliath
= Performance

Wi um'ul M O n |tDr

ﬂ"’ I'.1I'|_'i M’ﬂ

Factors external to MEDITECH's core system can affect application access such as user logon
speed, network latency, and system latency. These areas are key to the end user experience
and need to be carefully monitored with specific thresholds, alerts and remediation actions. With
deep Citrix API integration, you get detailed metrics from these three areas, so system
administrators can easily isolate root cause anywhere in this complex environment. Additionally,
the software’s embedded intelligence and automation provides performance thresholds to
proactively monitor events and conditions that precede end user experience issues and resolve
them before users are impacted. This combination of a proactive solution with broad and deep
visibility alleviates frustration for end users and system administrators alike.
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Solutions

Goliath Technologies provides comprehensive end user experience monitoring, troubleshooting and management
consisting of two primary solutions. These technologies allow administrators to monitor, identify, and troubleshoot issues
in better than real-time.

GOLIATH APPLICATION AVAILABILITY MONITOR

Confirm Citrix is available for local or remote end users.

This is a complete early warning system that lets you know in advance if an end user is going to have a problem
when they try to access an application, so you can fix it before they are negatively impacted. The technology is
designed to:

P Confirm that applications and the IT delivery infrastructure are available and working.

» Send alerts if they fail or are slow for troubleshooting.

P Provide reports as objective evidence of success, slowness or failure so permanent fix actions can be
put in place to prevent issues in the future.

GOLIATH PERFORMANCE MONITOR with MEDITECH Module

Proactive IT Performance Monitoring for Virtual Server, Virtual Desktop, Hybrid Cloud, and Mobile
Environments.

Goliath Performance Monitor for Hospitals using MEDITECH provides complete support for monitoring virtual
servers, virtual desktops and hybrid cloud environments, in addition to MEDITECH applications. The technology
has been designed from the ground up to help IT administrators anticipate issues before they become
problems. If problems do appear, it gives you the data and tools to troubleshoot and resolve them with minimal
end user impact. The software also enables IT to put permanent fix actions in place to prevent issues from
occurring in the future.

Goliath Topology View for Citrix

The Goliath Topology view provides a visual guide to the logical relationships and connections of your entire
Citrix infrastructure and shows the health of each individual component at a glance. It provides detailed
information on the status of your delivery groups, machine catalogs, images, clusters and hosts that allows
you to quickly identify and troubleshoot macro-level events affecting locations, regions, and other large
groups of users.
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Goliath Application Availability Monitor

An Early Warning System

GAAM is a production-ready end-user experience software that validates availability of the Citrix
delivery infrastructure (including the NetScaler). It ensures MEDITECH and other applications are
available by executing real Citrix sessions that exercise the exact same steps a user takes during the
Citrix logon process. Regardless of whether a user is remote or local, the Goliath Application Availability
Monitor gives administrators an “early warning system” that allows them to know exactly what the Citrix
end user experience will be like for their users in advance. This guarantees the availability of the entire
Citrix delivery infrastructure and MEDITECH.

P Automatically tests the logon and application launch process across your entire infrastructure
24/7/365 and alerts you anytime anywhere of issues.

P Detailed reporting with screenshot evidence tells you exactly what stage your process failed and
isolates the specific failure point.

» Deploy anywhere, on premises or in the cloud, to identify individual, site or geographical application
availability issues.

P Automatic remediation actions built-in.

Pictured Below: (1) The Application Availability Monitor Dashboard displaying a real-time assessment
of Citrix Availability. (2) The breakdown of launch times by stage.

I Immediate Citrix availability assessment, taking
into consideration NetScaler, Storefront, Delivery

— . . Automatically schedule
Controller, SQL and Session Host availability, C'-'"?'L Agg\lamnty #of 5”;5”3“0”5 launches to continuously
including XA configuration. 2

test availability.

Dashboard Amalysis  Schedule

Current Availapiity # of Simulations
o % 80

Citrix Applications and Desktops a0 oA [ © gneTizeeM [ ©

Stage Load Time Average (secs) Stage Load Time Average (%)

Access T.06s
Authenticaton 2645 e
Resources ESOUICES

53

137!
Enumeration  1.23:
9.59

Launch 5

2 Breakdown failures by stage to determine if problems are
related to overall environment health or one part of the

Breakdown launch times by stage to identify
which stage should be optimized to yield the

delivery workflow. best results, and how they are performing.
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End User Screenshot Analytics

When there is a logon failure, an administrator will be alerted immediately. Using the provided details,
healthcare IT professionals can pinpoint where the failure occurred and the root cause.

lllustrated Below: Quickly drill down to investigate failures right from the application availability
dashboard by clicking on the magnifying glass. In just three steps, you can then see where the logon
issues occurred during the logon process and what the issue was:

Availability Analysis
y Analy o e  Wherethe
Date Application/Deskiop From Account Resulis issue occured
09/11/17 @ 09:30:54 SAP Logon DEV.GLS-EP04 goliath\lostest05 Failed during Launch stage

@

6.9s 27s 2.3s 1.4s 31.8s

D
|

A
O

Visual proof
of the issue

Details
[09/11/2017 09:30:54.446]: Verifying that session launched for
Resource='Internet Explorer - 65" and Title='Internet
[09/11/2017 09:30:58.712]: No match on window title='Citrix Client Logon
Message - \\Remote'
[09/11/2017 09:30:58.727]: Try #5: Waiting
[09/11/2017 09:31:03.790]: No match on window title="Citrix Client Logon
Message - \\Remote’
[09/11/2017 09:31:03.806]: Try #10: Waiting
[059/11/2017 09:31:08.837]: No match on window title='Citrix Client Logon
Message - \Remote'
[09/11/2017 09:31:08.853]: Try #15: Waiting...
[09/11/2017 09:31:13.900]: No match on window title='Citrix Client Logon
Message - \\Remote’
[09/11/2017 09:31:13.916]: Try #20: Waiting
[09/11/2017 09:31:18.947]: No match on window title='Citrix Client Logon
Message - \\Remote'
09/11/2017 09:31:18.963]: Try #25: Waiting

1172017 09:31:23.995]: Try #30: Waiting

11/2017 09:31:26.135]: Screenshot File Created

[09/11/2017 09:31:26.135]: WARNING: Unable to confirm that session launched

for Resource="Internet Explorer - 65" and Title="Internet’
6. 151]: Veniry-Launch result for Internet Explorer - 65 is M

o Isolation of
the failure point

1. Inthis case, failure occurred at the launch stage (1)

2. The screenshot (2) proves that the application failed to launch and shows the root cause of the
Citrix workflow and application launch failure as being the result of a licensing problem.

3. By navigating to the “Details” or “Analytics” section (3), we can see that the launch failed at the
point of verifying that Internet Explorer launched.
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GOLIATH PERFORMANCE MONITOR

Topology View

Topology View automatically builds out a dependency map of your Citrix infrastructure. It requires no
manual set-up or scripting and adapts to new components as they are added. This eliminates the time
it takes to correlate relationships between elements. It shows which elements are affecting other
elements and how through color-coded connection lines and specific metrics. Then, as issues occur in
your infrastructure alerts will ‘bubble up’ allowing IT professionals to see the impacted elements at a
glance. This single, macro view of your Citrix environment allows administrators to switch between
different data centers and farms, breaking down traditional siloed architecture and allowing effective
management and troubleshooting of your environment.

Highlights:
» Automatically deploys to your environment, with no manual set-up.
P Eliminates the time it takes to correlate root-cause to elements in your environment by
graphically representing all the connection between component in your Citrix infrastructure.
P Easily switch between data centers and farms to eliminate siloed architectures.
» Drill down to the host level and view specific metrics for each element in your environment.
P View end user experience metrics for different layers in your environment at a glance.

Physical Layer

1) Automatically map your entire Citrix infrastructure to visualize connections, relationships, and
health of components.

2) Easily switch views to different data centers or locations

3) Correlate end user experience issues to delivery infrastructure components and health.

4) See context-sensitive metrics and alerts for selected components.

Prod VDI East

Citrix XenDeskiop 7.9.0.43 Platinum
Prod VDI East » Data Center Health
Prod VDI East I 5 Critical 0 Major 4 Warning & Nommal
Prod VDI West Top 5 Critical Alerts Severity #of Alerts
ro! es
Remote host is unreachable
(10.20.20.106) n e
No Keep-Alive Message Received
Infrastructure (prod.svi-xddcd1) i ] 41718
No Keep-Alive Message Received
Delivery (prod.svr-ic01) ] 39368
No Keep-Alive Message Received
Machine {prod.svr-de01) n b
Log= alion; Src=Citrix Broker
Service; ID=301 L 81
Top 5 Volume Alerts. Severity % of Tickets
2 Remote host is unreachable
(102020 106) - T
No OID definition found ] -2‘ 1
13.6.14.168764.3203 ..
No Keep-Alive Message P (- o—
Received (prod svr-xddc01)
No Keep-Alive Message B T
Received (prod svr-ico1)
No Keep-Alive Message
oot el s D) |_J (F—

User Connection Failures Current End User Experience Faults
10

Outbound Line Speed
8
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Delivery layer

1) Shows the logical connections and dependencies of your Citrix environment by delivery group,
machine catalog, and down to the specific image.

2) Correlates end user experience metrics for the selected delivery groups.

3) Delivers context sensitive metrics for any selected component.

Prod VDI East

Goliath Connect v/ I S e

Infrastructure

3 [!t_-lr.'r“.y‘.i.'nu[\h Health Machines Sessions
Delivery HSA - TechOp Took oz (1)
HESD) - Godiath Dskop B 0 140)
; Remote Access VM T 1
Machine VO - Partormance Dusiicp [l 800) 17

Machine Catalogs  Hesth Mackines Hosting
HSA-TochOpsToos [l 28  Jeperroo-

HSD - TechOps B oiwm  YMweROD-

Deskion F vem

ﬁ.nmm BT Mawa
XSPROOD -

VO High Portormance Bl 809 Jergr s

Top 5 Critical Alorts Severy of Aderts.
Fomets hust is unrsachabio

(10.20 20 106) L -
No Kaep-Alve Message Roceved

|p-::.:\$-m|| o bl
Mo Kiep-Alvo Metsage Received

(pond mer-5ciit) - 2
Mo Keap Alrve Mas: Roceived

redmdedt) L 04
Log=Agphcason. Sec=Citrix Brokes

e D=0 L 50
Top 5 Voluma Alerts Savecky % of Tickets.
Fiamets host s uereachabio :
(10.20.20 106) LB coi—]
13614168764 3203

>
=
s

ogon Duration by Delvery Group Recever Verson

Machine Layer
1) In addition to the delivery group elements, the machine layer displays Citrix PVS and/or MCS as
well as the hypervisor resources and hosts.
2) The details on the right pane will update according to the selected node.

Py l =
mmn) HSA - TechOps Tools
Goliath Connect v ‘ [= echOps

CPU %
Infrastructure CPU Reaty 0%
Delivery Momary 12%
Machine Latency s

Machine Catalogs
Number of Machines 2(0)

@.;
@
(=
(a)
© @ @ ©
q
\{\
§‘|

Top 5 Critical Alerts Severity #ol Alerts
Ayaiablo Logial ive Spacaon gy e
Avalable Logical Drive Space on
€ \Program Fles\ - 41206
Avallabie Logical Drive Space on
Program FilesiCit L b
Avalable Logical Drive Space on
Program Fies\Cit L 0
XA Network Latency for User lee
gitzes’ at 531/ a bl
Top 5 Volume Alerts Sevedy % of Tickets
Aalable Logical Dive Spaceon oy pampae——)
C \Program Fies\ v
Concurrent Users by Delivery Group Average Logon Duration by Delivery Group Receiver Version
10 15 - -
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MEDITECH Monitoring Module

Goliath Performance Monitor for MEDITECH integrates directly with the MEDITECH EHR system giving
administrators MEDITECH specific data at their fingertips.

Highlights:

>

vvyywyy

MEDITECH specific monitoring rules

Five layers of visibility into the MEDITECH delivery infrastructure

View MEDITECH specific performance graphs to identify errors and fault points in your environment
Run reports on all the faults and errors in your MEDITECH environment

Threshold based alerting

MEDITECH Monitoring Intelligence for Common Failure Points

Goliath comes with “embedded intelligence” consisting of hundreds of pre-configured monitoring
rules and alerts based upon best practices. With the MEDITECH module our customers also receive
MEDITECH specific monitoring rules which allows for administrators to immediately begin focusing on
improving environmental bottlenecks or failure points.

(| Rule Name Type Severity Description

[_| MEDITECH - ANPServer Service Failure WinServiceswWatch [l Critical ~ Handles all M-AT Read/\Writes between the File Server and the clients
[ MEDITECH - Application Manager Service Failure WinServiceswatch [] High MTAppManager

[“fMEDITECH - Application Server Service Failure WinServicesWatch  [T] High MEDITECH Application Server

[“§MEDITECH - Archive Server Low Resources ServerWaich [l Critical ~ Alert for Low Memory, disk, and high CPU Utilization

[“AMEDITECH - BG Servers Sustained 100 percent Utilization CounterWatch [l Critical ~ Alert when CPU Total stays persistently at 100 percent
[JMEDITECH - CS Background Jobs Service Failure WinServicesWatch [] High MEDITECH CS Bkg Jobs

[_JMEDITECH - CS File Server Service Failure WinServicesWatch [T] High Handles all NPR Read/Writes between the File Server and the Clients
[ MEDITECH - CSProxy Server Service Failure WinServiceswWatch [l Critical ~ Allows access to NPR routines via client

[ MEDITECH - Disk Read Latency Spike on File and Transaction Servers CounterWatch

| MEDITECH - Disk Read Latency on File and Tr Servers CoypnterWatch MEDITECH alerts include

| MEDITECH - Disk Read Queue Length Spiked on File and Transaction Servers . T g notification, alert resolution

[ MEDITECH - Disk Read Queue Length Systained on File and Transaction Servers | CounterWatch and remediation capabilities

[“§ MEDITECH - Disk Write Latency Spike on File and Transaction Servers CounterWatch

[N MEDITECH - Disk Write Latency Sustained on File and Transaction Servers CounterWatch [ Critical

[J MEDITECH - Disk Write Queue Length Spiked on File and Transaction Servers CounterWatch O] High

[J MEDITECH - Disk Write Queue Length Sustained on File and Transaction Servers | CounterWatch [l Critical
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Deep Visibility

Goliath provides five layers of visibility into one console: Hardware, Host,  view> Performance Grapns

~ [Search Dashboards | + O

VM, OS, and Application.

Open Folders for Available Dashboards:
» [ VMware

Performance Graphs oo

» o4 Citrix XenDeskiop
v [&4 Citrix XenApp

This allows you to view performance graphs in order to trend e
MEDITECH specific counters as well as resource utilization for each ]
server to identify faults and errors. (2 Magiocs Clent Perormance

[ MagicCs Emors

I] MagicCS File IO Performance
Select the elements/layers you want to view performance graphs for, [ MagicCS Server Performance

[ MagicCS Thread Pool Performance

and they will populate on the screen so you can view related metrics

and correlate data to discover causation.

MEDITECH Magic Buffer Pool Performance Dashboard

G ﬁ?!.l!\'l"!‘l Configurs  Deshboard [Wiew'| Report LogManagement  Application Availability

MEDITECH Performance
Monitoring Module Dashboards

Performance Graphs  SNMP Traps

Registry  XenApp & XenDesktop  VMware Horizon

View > Performance Graphs Dashbeard > Refresh Print Help s | Help
~ [Search Dashbeards | + 0O .. ANP Server Peformance | Magic Bufier Pool Perlormance ™ | Magic Cliest Pedormance ™ || Magic File 40 Performance * | MagicCS Server | MagicCS Thewad Pool | Maditach Adedting "I
Bl LN AETILRSRI g = = = =
Ciix XenApp ~ C#x C X C#x
Windows . Magic Buffer Pocl - DKACT Queue Length ) Magic Buffer Poal - DKACT Recent Hold Time - Magic Buffer Pood - DKACT Avg. Hold Time
Hypes-V 00000 I
LimestUnic 30000 B I iz o o
Nebwark. o0 = . - i
Custom azoo00 Used with corresponding
ssc0 o
4 | MEDITECH 8 i g
- alerts to determine
+ ANP Sarver Performance 4 = o
2 Magic Buler Pool Peormnce s spikes versus trends
003
« Mapic Client Pertormance 200000
«# Magic File 0 Periormance e 002
100000 -
o MagicCs Sarver - v
¥ MgieCs Thiead Pool &
~ 322 22:0 0323 01103 03713 04ctk 03723 67:03 L T T o
&6 Madtach Nerting — e e G nzre  enome wmen oo
= [Search Chans. | + .
e cax (o -
Cititx XenDeskiop =
~ Magic Buffer Pool - DKACT Avg. Wait Time
Ciiirix XenApp 003 €30
Windows €0
Hyper-y =
o - ,
B View MEDITECH and the s
s
senversonsasons i entire supporting “
Applicabons/Databases - o : -
s infrastructure in one view e
ANP Server o 2%
4 [ Magee Butier Poot a0
+ Mapic Bufter Pool - DKACT Avg. Hold Time aon =
100
« Magic Bufier Pool - DKACT Avg. Wa Time “
& Magic Bufler Pool - DKACT Queue Leagth _ A
¥ Magic Bufier Pool - DKACT Recent Hold Time L Lt il i g Y HESRR:
“ — —
4 Magic Bufier Pool - DKACT Uses / Sec

Five layers of visibility in one console: Hardware, Host, VM, OS, and MEDITECH
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MEDITECH Magic File 1/0 Performance Dashboard

Track metrics from MEDITECH, Windows, Storage, and Networks in one view.

Correlate between MEDITECH
performance and disk performance

Performance Graphs SNMP Traps  Registry  XenApp & XenDesktop  VMware Horizon

NP Servor Pertormance | Magic Buller Pooi Performances % | Magic Chont Performance ™ | Magic File VO Porlormance ® | Wiagic Server Perlormance  * | Magic Thiead Pool Perdormancs  *

CBx Cx

Magic - Recent File Read Time (ms} Magic - Recent File Write Time {ms) Magic - File Writes in Progress

[«F -3

— :‘”“ R s Track metrics from MEDITECH,
m— — - Windows, Storage, and

Network in one view CHBx

Magic - Reads in Progress

(o -2

Correlate MEDITECH behavior to underlying disk performance
MEDITECH Magic Thread Pool Performance Dashboard

Track the availability of the environment to support additional growth by tracking the number of threads
available for capacity planning.

G g?lll.i TH Configure  Dashboard | View | Report LogManagement Application Availability

| Performance Graphs SNMP Traps  Registry XenApp & XenDesktop VMware Horizon

ANP Server Pedormance  * | Magic Bufler Pool Pedosmance || Magic Client Pedormance | Magic File U0 Pesformance * | Magic Serves Pedommance | Magic Theead Pool Pedormance % Servers With available capac'lty
Cax C@x
Ma 3 Pool - Delayad W 1agicCS Thread Pool - Threads Available
4

rite Lists MagicCS Thread Pool - Gueued Client Gueries

¥
£
| %
£

Use with corresponding alerts to

determine spikes versus trends

Maximized server

" I | |
i \ l [
|| A i 4

304 O4/2300/04 04230104 OA/Z302:04 DAZZ3O04 04/73 04108 DA/Z3OND4 O4/Z306:04 D/Z3 0704 D4/2308:04 D4Z309i04 DUZ3 1004 OW23 1104 0423104 O4/Z2II04 DAII0004 GUTION0H DATIONOS O4TIONCH DATIOH0H DAII0NGH OUIIOGOH DTIOTDN ONIIONGH ONTIONGS D42 I0S4 OAI1NGH 04T EI0E
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MEDITECH Magic Client Performance Dashboard

Correlate client slowness and connection problems to client activity and the server to identify
bottlenecks.

G (.-;-OLIATH Configure Dashboard | View  Report Log Management Application Availability

HM

Performance Graphs SNMP Traps  Registry XenApp & XenDesktop VMware Horizon

[rr— Tae _ —— [ FreT= T ]

C#x Cax

MagioCs - Client UDP Retransmits/sec MagicCS Client - Program Cache Hits/Sec

Identify spikes in
concurrently connected clients

0

s

03

02

01

0y T T T T T T T T Y 1 T
13222003 032220103 0MZ222403 ONZ2 2303 03/2300:03 030103 0X/Z3 02:03 03230303 GNZ3 0403 0X/2303:03 ONZI0603 03/Z307:03 032308100 CHZIONOE 0NI20:00 ONZIINA0) CHRIIL0D CWII 2103 ONII00G) ON23 01:63 OVII02:03 CNIICIF ONFI 403 ONFICH0I NI 06:03 ONI0TIEG 0A/II 043 00D 0903

C#x

€5 Client - Program Cache Misses/sec

-
Srogram cache mm-’m]
118:08 AM

w3 om08

o03/z3 0003 03/23 02,03 03/23 0303 03123 0403 03123 03,08

MEDITECH Magic Server Performance Dashboard

Identify spikes in transaction requests and trend transaction volume

G F;:'?H._ATH Configure  Dashboard | Wiew | Report Log Management Application Availability

Performance Graphs SNMP Traps  Registry  XenApp & XenDesktep  VMware Horizon

ANP Server Poriomance  * | Magic Buses Pooi Performance. ® | Magic GientPoromunce  * | Magic Fse b0 Periommance | Magic Server Performance

cax C@x C#x [o%- 33

MagicCs Server - Pending CLOSE Queries MagicCS Server - Pending GET Queries MagicCS Server - Pending OPEN Queries MagicCs Server - Pending PUT Quaries

- ; |
L High transaction queue : A l

[l y ) '
0423 01004 42 044 o423 13:04

Magic Thread Pool Performance

|
0423 13004

P i 3 423 07104 o423 20104 oL 123 00104 123 07104 23 10i04
— lengths causing slowness [ = — pra R L G T L R,
cax cax
MagicCS Server - Pending READ Queries MagicCs Servar - Pending WRITE Quaries MagicCs Server - Rate of GET Querles/sec MagicCs Server - Rate of PUT Queries/sec

| . . LT B Server imbalance: majority of traffic
! handled by just two servers

SUIIGNDS  GWIINOL  swmem  minoe MM W ouss o 3n o smom o /23 13:04 V23 01 - = - - ; Py
cux cmx
MagicCS Server - Rate of READ Qu: MagicCS Server - Total Rate of Querles/sec
'
s
s
w4
»2
° - - 1 | g y |
/230104 242 04104 023 1704 4022 10:04 423 1304 Sy 010 o4z 0ns PR rs o423 1004 o423 13:04 w23 0008 04722 04134 0a/23 0704 04123 1004 o4/23 124
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MEDITECH Faults & Errors Report

Report on all faults & errors taking place in your MEDITECH environment in order to set automated fix
actions and threshold-based alerts (covered in the next section).

MEDITECH Error Analysis

EventLog Data Report

Reporting Period: Tue, February 23, 2016, 03:23 PM - Wed, March 23, 2016, 04:23 P Report Run: Wed, March 23, 2016, 04:23 PM

Watch/Alert Name: Application Event Log Error Events

Description: Monitor Application Event Log for Error Events
Watch/Alert Type:  EventLogWatch
Log Name Type Source D User Name First Last Count Description

Summary for: GOL-LSSBG04

o 0/2015 i1
HANDLE=4, BYTES],GLOBAL HAND PID 0000187C TID 000016C0
Application Emer MagicOS 0 3/17/2016 10:48:36 3/17/2016 10:48:36 1 BUFF 00ACF108 CS 001C1030 DS 00JEE000 LEr 00000000 FLF 0246
EAX/A 00000001 ECX/B 00206043 EBX/Y 0090FDSE EDL'Z 0099FDEE
EDX/C 00000000 ESI'X 009D16A0 EBP/T ¢1D4FEFQ EIP'P 001CSEBS
ESP/S 01D4FAED

Damprmn\.mmbafcund }'vledep;nE
s part of

Application Emor MagicOS 0 3782 003 31R2016 00:00:58

0 EE. EDI
ESFO10 ESIX 00767600 EBE/T 01ESFSCD ETP/R
“IE\'.’“ ,\ ESP/S OLESFRA4

Desaiption cannot b found. Failed to Open Event Log info in
Pagistry The following information is

Copy and paste right from
the report into MEDITECH

Application Exmor Magic0S 0 support task

007RFDSE EDX/C 00000000 ESI\ Z)DT:‘FZ)EEP T O0LIFDOEIP P
001CSEBS ESP/S 021IF6CO

Summary for: GOL-RM02

a |3/18/2016 14:08:52 3/18/2016 14.08:52 1]

Report on all faults & errors taking place in your MEDITECH environment
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Threshold-Based Alerting

Define custom thresholds and receive proactive notifications based on faults, errors, and conditions so
administrators can resolve issues before end users complain. Configuring alerts and tuning them to the
specifications of each department requires no scripting or customizations because there are pre-built
templates for each type of alert.

Specify Monitoring Rule Parameters and Properties

“Rule Name: Cltrix Server Alert
" Description:  Server reaching thresholds for CPU, Memory, and Network resource levels -5

“severity: | Critical Al |

Citrix CPU, Disk and Memory Parameters

CPU Performance Thresholds:
Proactive notifications CPU Ready (Percent): [2 Define custom thresholds

on CPU, storage and
memory performance

Disk Performance Thresholds:

Throughput (KBytes/sec), Read: 2000 Write: 2000
IOPS (Operations/sec), Read Write
Latency (Milllseconds). Read: 200 Write: 100 Total:
Memory Performance Thresholds: * Percent cB
Active: |60 Consumed: 'QD
Shared: Granted:
Swap-in: Swap-out
Ballooned: Overhead
Apply Cancel
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Purpose-built for XenApp & XenDesktop

Goliath Performance Monitor is the only IT performance monitoring solution that brings together
granular Citrix XenApp and XenDesktop data and metrics from the underlying delivery infrastructure in
a single console. Goliath Performance Monitor is preconfigured to proactively find and monitor
common Citrix XenApp and XenDesktop, infrastructure, and role server failure points. This allows you
to proactively anticipate, troubleshoot, resolve, and prevent performance issues in the most complex
Citrix XenApp and XenDesktop environments.

Highlights:
P Citrix 5 layers of visibility
» XenApp & XenDesktop Session Display
» Real time ICA/HDX channel drill down
» Logon duration

Real-Time Citrix Performance Graphs

G (.;q,lﬁ‘llATH Configure Dashboard | Vlew Report Log Management  Application Availability

‘ Performance Graphs SNMP Traps  Registry  XenApp & XenDesktop ~ VMware Horizon

= Search Dashboards +0 .

Open Folders for Available cax
Dashboards

Mware View entire environment
in one display

n

&l c#x

:
; View logon duration
values at a glance = [

View Citrix XenApp & XenDesktop along with the entire supporting infrastructure in one console
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Real-Time XenApp & XenDesktop Session Display

Configure Monitor View Report Log Management
Performance Graphs SNMP Traps Registry XenApp/XenDesktop Sessions Toggle between sessions
View > XenApp/XenDesktop Sessicns E
| Appservers ® published Apps & Desktops Virtual Desktops|
| XA Server Name Session State UserAccount Client Name Client Address Version Logon ICA Latency Avg. ICA Latency App Name 1
H svR.xa0PS002 HDX - Application g LoggedCff  Todd Matzelle SVR-ADMINOT 102020050 144100016  209.7 secs. 3 ms. 32ms
¥ SuR-XATEWIN1202 HDX - Application | LoggedCf  Mike McLeod VDI-PERFO04 102010063  14.40.8014 99,8 secs. 2 ms. 125ms. SAP
H svR_xA0PS001 HR secedce s Siacy Anderson VDIPERFOO1  10.20.100.16  14.4.0.8014 86.3 secs. 3 ms. 30ms. orastucture ToolsiViware vSphere
Key session metrics !
¥ suR.xa0Ps001 I Stacy anderson VDIPERFOO1  10.20100.16  14.4.0.8014 86.3 secs. 3ms. 20ms, |[IESTucture ToolsWiiware vSphere
H svR.xa0PS002 HDX-Application  LoggedOf  Stacy Anderson  VDIFPERFO01 102010016 14.40.8014 509 secs. 3 ms. 15ms. Word 2016
IT SVR-XAOPS001 HDX-Application  LoggedOf  Stacy Anderson  VDIPERFOO1  10.20.100.16  14.4.0.8014 46.7 secs. 3ms. 34 ms, Jrasucturs ToolsViiware vsphare
lier
® svr-xaoPsoo2 HDX - Application  LoggedOff Amir Rajesh SVR-ADMINO1  10.20.200.50 14.41000.18 46.2 secs. 5 ms. 17 ms
# svR.xaopsnn2 HDX-Application  LoggedOff  Stacy Anderson  VDIPERFOO1 102010016 | 14.4.0.8014 46.2 secs. 24ms 8.0ms gﬂ;ﬁ}rm‘;tﬁc‘:ﬁS‘VM""EFE vSphere
# syp-xa0PS002 HDX - Application  LoggedOff  Stacy Andersen S— e 2 ms. 0.1ms. Goliath TechOps\Amazon AWS
_ Il into a user’s session Infrastructure Tools\WMware vSphere
* SVR-XA0PS002 HDX - Applicaion  LoggedOff  Amir Rajesh 24 ms 8.0ms. Client Monitoring\Citrix NMAS
Monitoring
# syp_xaoPson HDX-Application  LoggedOf  Todd Matzelle LFTMATZELLE 10.10.10070 144100016 6.2 secs. 24 ms. g0ms. Monitoring
- ! ! . . Goliath TechOps\GPM - Demo, Remate
* SUR-XAOPS003 HDX - Application  LoggedOff  Mike McLeod GOLIATH-DEVD01 192.168.1.165  14.4.1000.18 45.3 secs. 17 ms. 15.9ms Deskiop Cmngdmn
B syr_xanesoa2 HDX-Application  LoggedOf  Stacy Anderson VDIPERFOO1  10.20100.16  14.4.0.8014 45.2 secs. 8 ms. 40ms. orasiucture ToolsWiware ySphere
H SUR-XATEWIN1202 HDX-Application  LoggedOff  LOSTESTOI GLS-EP01 1020100225 143.05014 45 secs. 0 ms. 0.0ms. SAP
¥ SVR-XATEWIN1201 HDX-Application  LoggedOf  LOSTEST03 GLS-EF03 102018021 14305014 448 secs. 0 ms. 0.0ms. Microsoft Powerpaint 2013
- Goliath TechOps\GPM - Dema,
+ syR-xAOPS002 HDX - Application  LoggedOff  Stacy Anderson VDI-PERFOO1 10.20.100.16 14408014 421 secs. 6 ms. 1.6ms LINOPad & Word 2016
2] SVR-XAOPS002 HDX - Application  LoggedOff  Stacy Anderson VDI-PERFOO01 1020100 16 14408014 40 8 secs 1ms 15ms. Word 2016

Troubleshoot real or simulated end user sessions historically or in real-time

Real-Time ICA/HDX Channel Drill Down From Session Display

Goliath provides industry-leading visibility into Citrix session performance by breaking down the ICA

protocol and returning precise metrics around individual ICA channel performance.

Report

Log Management

Session Performance

SNMP Traps

Logon Duration

XenApp & XenDesktop

ICAHDX Channel

vGPU Performance

Server Performance

Application Performance

Session Properlies

ICAMDX Channel Metrics for Session: ‘consele :

End user's connection

speed to Citrix

User Connection Performance

ICA/HDX Channel Performance

Output Seamiess Band
1/20/2015 111331

Value: 0 Kaps

dur
B AM

dth

Trend bandwidth
usage by ICA/HDX
channel over time

ICA Latency Bandwidth Used Allocation ICAHDX Channel Metrics (bps) )
Metric Avg Max  Max Time View total
1 Outpt Session Bandwidth 8091520 43820200 1720 11:14 ICA/HDX usage
]f Input Session Bandwidth 8405823 43810648 1201114 by channel
18 Output Session Compression a7 95 1201210
_ : Input Sessian Compression a7 19 1201204
s Output Session Line Speed 25845169 129,145,400 1720 11:08
4 / OQutput Printer Bandvidin 5413651 ITAGAIE 1201214
Input Printer Bandwidth 13045877 48250560 1201114
1 Output ThinWire Bandvidih 4976156 ITAITATE 1201214
/ Output Audio Bancwidih 1575374 25184706 1201144
: Input Awds Banchwicth 20712149 48,250,552 120 11:14 v

Citrix XenApp & XenDesktop Deep ICA Channel Analysis for Troubleshooting
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Goliath provides granular detail around logon duration times, including the exact environment
elements used by an individual user's logon to ensure efficient root cause analysis and expedite
troubleshooting should a fault or delay take place.

G GOLIATH

TECHN s*

Session Performance

Logon Duration

Delivery controller &

ICA Channel

Configure  Dashboard ‘ View  Report LogManagement Application Availability
View > XenApp/XenDeskiop Sessions

Logon Duration Details for:

VGPU Performance

Server Performance

m e ey e om s w el o

Application Performance

Real-time end user logon
experience by stage

Logon Duration Breakdown by Stages Desktop
receiver brokering Reconnect  Logon [ Brokering VM Start  ClientValid ServerValid  HDX Auth GPO Scripts Profile Load
process No 20.07 sec 0.05 secs. 71isecs. 6409secs. 0B8B8secs. 047secs.  4.92secs. 125secs.| 13.47 secs.
= Client/ Server Start-up Details for: “Ta'l Sl S fesinn of “00S S0
Citrix Delivery Controller Start-up Stages
CASD CONSD CosD DMSD LESD PCSD PLSD PNCOSD SCSD SSSD
0.47 secs. 0.06 secs. 6.19 secs. 6.19 secs. 3.06 secs. 22.08 secs]
LY
Citrix Receiver Start-up Stages
AECD BUCC CFDCD cocb IFDCD LPWD NRCD NRWD RECD REWD SCCD SCD SLCD TRWD
0.27 secs 0.2 secs. 0.58 secs. 0.001 secs. 0.001 secs]
= Logon Duration Session Launch
Action Time Duration Details
|Brokering & Client Validation 2015-06-24 14:18:02 7.2 secs.JZDC / DDC Broker: SVR-XDDC02
Account details:
Account Name : CN=Floyd Roberts; OU=Goliath; DC=corp; DC=goliathtechnologies; DC=com
Get Account Data 14:18:08.5795445 0 secs.JAccount Domain Name | CORP.GOLIATHTECHNOLOGIES.COM
DC Mame : WSVR-DCO2. corp.goliathtechnologies.com
DC Domain Name : CORP.GOLIATHTECHNOLOGIES.COM D " d .
Domain Controller details:
Domain Controller Data 14:18:08.5483439 0.98 secs.JDomain Controller Name : WSVR-DCO02 corp.goliathtechnologies.com E fO};Nn Int‘?|
Domain Controller [P Address : 110.20.30.6
List of applicable Group Policy objects: eac 0 the pro e
LDAP Calls 14:13.00.6550652 0.05 secs JfesalCroup Poley loading stages
The following Group Policy objects were not applicable because they were fitered out
40 Making system calls to access specified file.
JFile Accessed 14:16:09.7807676 0 58¢3 0y orp golthteennologies comsysvolicarp. oliathtschnologies. com\Politiesi 31 B2 340.0160-1102.845F.D0CO4F BI84FSgptini
. 1 P Startit X icy i C .
Citrix Group Policy Extensions 4:18:10.4515805 0.95 secs. Ltoa:r;:"&g:'p[',a":fp Policy Extension Processing
Citrix Profile Management Extension 14:18:11.4031988 1.08 Secs | Starting Citrix Profile Management Extension Processing.

Estimated network bandwidth on one of the connections: 112832 kbps.

A fastlink was detected. The Estimated bandwidth is 112832 kbps. The slow link threshold is 500 kbps.

3/7/2019



GOLIATH

TECHNOLOGIES’
THE HEALTH IT STANDARD

Advanced Remediation Capabillities

Goliath goes beyond providing differentiating Citrix visibility and granular metrics by also delivering
unique operational features that allow organizations to take the next step in improving operational IT
troubleshooting and Help Desk workflows.

Automated Remediation Actions

Configure automatic remediation fixes to take place when certain alerts are triggered. Whether it be
restarting a service, or running a PowerShell script, Goliath supports a number of “self-healing”
workflows to allow IT organizations to dramatically increase Help Desk response times and implement
truly proactive IT processes.

Specify Monitoring Rule Parameters and Properties

“Rule Name: |Print Error - Print Spooler Stck (splwow64.exe) Execute simultaneous
“Description: Restart Print Spooler Service to resolve printing issues L alerts and fix actions
" Severity: | Caution v ([
ProcessWatch Schedule Notifications Remediation Suspend R
"Process Name: (Splwow64.exe Process Path: |C"Windows\splwow64 exe
“Should be: '® Running Mot Running Notify Only: ®' Restart Terminate | Delay: 0
Thresholds: @ Instance Count: WildC ard Exclusions: Ingl All

Selections
QL Groups : ServersWorkstations Tree
=@ Auto Register Group (System generated group for auto-registered computers
& DEVVDI-XD56WINTO1
& VDI-DEVCUSTAD2
=@ DEV Delivery Controllers
: & DEVSVR-XDDC03
: M & DEV.SVR-XDDCO06
=@ DEV Infrastructure
] M & DEV.GPM-DEVO01
& & DEVSVR-LIC02
& DEVSVR-SF03
& & DEVSVR-WI01
& DEVWS-MZAPPA

Open Al Select All Unselect Al Close Al

Save Cancel

Self-healing feature provides automated fix actions
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Alert Resolution / Escalation Knowledgebase

For workflows that cannot be automated, Goliath allows administrators to automatically pass on
troubleshooting instructions to the appropriate administrators when certain alerts are triggered.

Specify Monitoring Rule Parameters and Properties
Alert Resolution Notes

A program, the Clsid displayed in the message, tried to start the
DCON server by using the DCON infrastructure. Based on the
security ID (SID), this user does not hawve the necessary permissid

start the DCOM server Save remediation instructions

in Alert Resolution feature.

RESOLUTICH
E Verify that the user has the appropriate permissions to start
the DCON serwver.

Lod ¥ To assign permissions:

1. Using Regedit, navigate to the following registry value
HECR\Clsidiclsid valuel localserver3Z2

# | The clsid value iz the information displayed in the message.

Toype:

Z. In the right pane, double-click Default. The Edit String dialoc
box iz displayed. Leawve this dialog box open.

3. Click Start, and then click Control Panel.

4, Double-click Administrative Tools, and then double-click

ok Cancel
T =L B E 1
£ VDIPERF13
£ VDIPERF14
E-@p Auto Register Group ({enApp Farm. ServerName: ; Version: ; AdminType: )
£ DEV SVYR-LICD2
£ DEV SYR-XDDCO3
£ GOLDVDI-PERFOOOD

Open All Select Al Unselect Al Close All

Include remediation instructions with alerts to ensure

consistency of fix actions and reduce resolution time.
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Sample Reports

Citrix XenApp - ICA Latency Report

Citrix XenApp - ICA Latency for Specified Report Period - Show Top 20 Average

Reporting Period: Fri, January 01, 2016, 07:00 AM — Fri, January 08, 2016, 07:00 AM  Report Run: Tue_ February 02, 2016, 1219 PM  Sort By: ICA Latency

User Account Client Name Client Address Session Name  ICA Latency Network Latency ICARTT App Name Date Time Server Name

Kelsey Hoff SVR-TS02 ica-cap 108 2457 ms, 266.4 ms, i | M=t 2016 14:45:45 SUR-XATEWIN1201
Adam Kelly SVR-TS02 ica-cgp 129 171.0 ms. 171.0 ms 5067 ms._ | Intemet Explorer, YouTube - 10:48 NIN1201
lostestd1 GLS-EPO1 10.20.100.225 ka-cgp 28 . 0 ms. ms.  Acrobat Reader DC 08:33 SVR-XATEWIN1202
lostest01 GLS-EPD1 10.20.100.225 & 0 ms. ms.  Acrobat Reader DC 1 6 15:24:50 BWIN1202
lostest01 GLS-EPD1 10.20.100.225 0 ms. ms.  Acrobat Reader DC 172016 11:54:49 TEWIN1202
Miks McLeod SYR-TS02 3 ms. 2 ms. Jnternet Explorer, VouTube - MIN1201
lostest01 GLS-EPD1 0 ms. ) ms.  Acrobat Reader DG

lostest0 GLS-EPO1 ica-cgp 35 .0 ms. .0 ms. ms.  Acrobat Reader OC

Stacy Brown ica-cgp 76 ms. Server Manager

Identify high network e

John Marshall rver Manager

latency that could be e
. , . g ms. bat Reader DC
iea-cgp 16 affecting a user’s session. &= k& bat Reader DC
ica-cgp 100 2gms. Acrobat Reader DC
ica-cop 92 1.0ms. 0.0 ms. N 3 bat Reader DC
ica-cgp 82 1 . crobat Reader DC
Grag Jacson 10.20.30.103 ica-cgp 70 1 ICA/H DX |atency dnd rver Manager
Thomas Fitzgersld 10.20.30.103 kca-cgp 6 1 1 i j server Manager
Halsey Hof 10.20.100.22 kca-cgp 84 0. RTT In one view. YouTube . Chrome
lostest01 GLS-EPD1 10.20.100.225 kka-cgp 27 0.7 ms, 0.0 ms. 40ms.  Acrobat Reader OC

Report on Citrix XenApp & XenDesktop ICA/HDX latency for real or simulated end users.

View users experiencing

s . . slow logons and identif
Citrix XenDesktop Session Logon Duration Report - Session Logon Duration (in Seconds) Report for Specified Period g y

where logon duration

Reporting Period: Fri, January 01, 2016, 12:41 PM — Sun, January 31,2016, 1241 PM  ReportRun: Tue, February 02, 2016, 1248 PM  Sort By: Machine Name times occurred within
the logon process.

LEEOI'\ Duration Breakdown

Machine Name User Account Name User Display Name Connect DIT Reconnect| Logon  Client Valid Auth GPO Scripts Profile [Interactive Group Name
# \pl.DEVCUSTADR GOLIATH\Stacy Anderson Stacy Anderson 2016-01-15 15:52:18.000 Yes 329 6.58 0.25 0.59 3.89 VDI - WINT-CUSTA
# \pl.DEVEUSTAD? GOLIATH\ Greg Jagson Greg Jadson 2016-01-15 11:10:33.000 Yes 354 339 0.23 6.0 0.25 0.25 3.95 VDI - WINT-CUSTA
=l \DI-DEVCUST A0S GOLIATH\Todd Matzelle Todd Matzelle 2016-01-12 08:01:50.000 No 349.0 156.10 0.70 382 0.92 13.06 VDI - WIN7-CUSTA
Addtional Logon Duration Details
Action Time Duration Details
. . Erokering 08:01:50.000 0.14 secs. ZDC / DDC Broker: SWVR-XDDC03
Identlfy SCI’IptS or Account details:
i Account Name : CN=Todd Matzelle, OU=Goliath, DC=corp,DC=goliathtechnologies,DC=tom
group policy
y . Get Account Data 07:58:35.936725600 0.02 secs. Account Domain Name : CORP.GOLIATHTECHNOLOGIES.COM
extensions with DC Name : WSVR-DCD2.corp.goliathtechnologies.com
a DC Domain Name : CORP.GOLIATHTECHNOLOGIES.COM
higher than normal Domain Controller details
Domain Controller Data 07.58:35.936725600 0.97 secs. Domain Controller Name : WSVR.

-DCO02.corp.goliathtechnologies.com
Domain Controller IP Address : \\10.20.30.6

List of applicable Group Policy objects:

Local Group Policy

load times.

LDAP Cals 07:58:37.699582100 0.02 secs.

Making system calls to access specified file.

File Accessed 07:58:37.730783100 0.31 secs. \\corp. CO liathts com\Policies\{31B2F340-016D-11D2-945F-
DDCO4FB9B4F S\ \gpt.ini
Starting Citrix Group Policy Extension Processing.

Citrix Group Policy Extensions 07:58:39.353235100 0.22 secs. Local Group Policy

Citrix Profile Management Extension 07:58:39.587242600 0.17 secs. Starting Citrix Profie Management Extension Processing
Estimated network bandwidth on one of the connections: 1000000 kbps.

A fast link was detected. The Estimated bandwidth is 1000000 kbps. The slow link threshold is 500 kbps.

Report on Citrix XenApp & XenDesktop Logon Duration and view the logon duration breakdown for real and simulated users.
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To see how Goliath can help
you improve MEDITECH end
user experience:

Register for a demo: https://goliathtechnologies.com/schedule-demo/

Send us an email: techinfo@goliathtechnologies.com

Give us a call: 855-465-4284

GOLIATH

TECHNOLOGIES
THE HEALTH IT STANDARD
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