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Goliath Technologies: Transforming IT from Reactive to Proactive

This product overview document highlights the unique way Goliath Technologies has built a monitoring
& troubleshooting solution that differentiates Goliath within the marketplace today. These capabilities
enable organizations to proactively monitor and troubleshoot not only their Citrix environments but the
associated end user experience.

Goliath provides software with Al, embedded intelligence, and automation that enables IT professionals
to anticipate issues before they happen, provide the data to troubleshoot quickly when they do &
documentation that proves root cause so permanent fix actions can be implemented and IT can
objectively report on the quality of the user experience they are delivering - regardless of where IT
workloads or users are located. By doing so, Goliath helps IT break out of reactive mode, into proactive
mode.
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Objective Measure of End User Experience

Three primary challenges that the End User Experience Scorecard Solves:

e No way to objectively represent how well IT is doing at delivering a good end user experience

e IT lacks the necessary data to improve end user experience

e When problems occur, they are often amplified and without objective data, it is impossible to
know how widespread the issue is and whether it is just loud or actually broad

The Citrix End User Experience report utilizes embedded intelligence to provide a distilled objective view
of user experience. Goliath automatically analyzes complex connectivity and performance metrics from
the user's perspective and calculates a top-line user experience score. The report then enables easy
filtering to analyze subsets of the environment for focused analysis, even down to individual users. Not
only is IT able to easily see what the objective user experience is, but also explains why by breaking out
the primary elements responsible for the user experience score (ICA Latency, Network, Local
Connection). This capability expedites cross-departmental analysis and streamlines both IT operations
and IT management's ability to act confidently on objective data.

Use this report to establish an EUE benchmark for new pilots or deployments and track EUE changes
over time. Also, provide management with automated health checks that objectively demonstrate the
quality of the end user experience IT is delivering.

Citrix XenApp - End User Experience

Citrix XenApp - End-User Experience Scorecard Report for specified time period

Reporting Period:  Sun Dec 25 2022 15:32:45 - Fri Jun 23 2023 16:32:45 SortBy: User Name Report Run: Fri Jun 23 2023 16:32:45

Total Users: 13

50 99 98 99
87 Connection Speed Score Metwork Latency Score ICA RTT Score ICA Latency Score
Overall EUE Score 17.12 4.34 21.02 4.46
Avg Connection Speed (Mbps) Avg Network Latency (ms) Avg ICA RTT (ms) ‘Avg ICA Latency (ms)
N e
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Bobby Hansen Mismi Office Finance o 13 114 s .2
April Kirby New York Office Engineering. 8 40.16 6113 072 8.22
Makik Kant Contract (indis) Finance " #0.00 5020 2088 202
Mector Suarez New York Office Sales. L] 3081 18.79 421 2019
asmat e vk ot = = s T s
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Biake Mathis New York Office: Finance &

Shayne Mcdaniel New York Office Sales 8 an

Von Raymong Mismi Office sales o 2598 275 268 aze
00 2520

Mekin Shannon New York Office Finance

Connection Speed score thresholds: Network Latency score throsholds: ICA RTT score thresholds: ICA Latoncy score thresholds:
Excsllent: > 49 Mbps. Excellent: < 101 ms. Excalient: < 201 ms Excallent: < 101 ms
Good: <= 49 and > 24 Mbps Good: >=101 and < 151 ms Good: >=201 and < 351 ms Good: >= 101 and < 201 ms

Fair: <= 24 and > 10 Mbps. Fair >=

and < 250 ms Fair: >= 351 and < 450 ms Fair: >= 201 and < 400 ms

B Poor: <= 10 Mbps B Poor: >= 250 ms B Poor: >= 450 ms B Poor: >= 400 ms
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Early Warning System

Goliath is the industry's leading proactive, production-ready end-user experience software that validates
availability of the entire Citrix delivery infrastructure (including the NetScaler). It intelligently ensures
availability by executing real Citrix sessions that exercise the exact same steps a user takes during the
Citrix logon process. Regardless of whether a user is remote or local, Goliath gives administrators an
"early warning system" that allows them to know exactly what the Citrix end-user experience will be like
for their users - in advance.

lllustrated Below: (1) The Application Availability Monitor Dashboard displaying a real-time assessment
of Citrix Availability and then (2) breaking down launch times by stage.

I Immediate Citrix availability assessment, taking
into consideration NetScaler, Storefront, Delivery Automatically schedule
Controller, SQL and Session Host availability, CAnentevalabily # of Simulations launches to continuously
including XA configuration. % - test availability.
O A ortg Dasrooe Repo oG o : on O
Dashboard Analyss  Schedue
2 Citrix Applications and Desktops ‘?«‘;'*;:1“'-‘ | | B s 20 [ O s M © Y o

Stage Load Time Average (secs Stage Load Time Average

®) Access 7,065
B4s L]
u

2 Breakdown failures by stage to determine if problems are Breakdown launch times by stage to identify

related to overall environment health or one part of the

which stage should be optimized to yield the
best results, and how they are performing.

delivery workflow.
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End User Screenshot Analytics
When there is a logon failure, an administrator receives an alert immediately. Using the simulation
details, an administrator can quickly pinpoint where the failure occurred and the root cause.

Illustrated Below: Quickly drill down to investigate failures right from the application availability
dashboard by clicking on the magnifying glass. In just three steps, you can then see where the logon
issues occurred during the logon process and what the issue was:

Availability Analysis X Where the

Date Application/Desktop From Account Results issue occured

D 09:30:54 jon EV.GLS-EP04 goliathllostest Falled during Launch stage

o)
=)
|
A
|
O
|
@

Details Visual proof
[09/11/2017 09:30:54.446]: Verifying that session launched for of the issue
Resource="Internet Explorer - 65' and Title="Internet

[09/11/2017 09:30.58.712]: No match on window title="Citrix Client Logon
Message - \\Remote'

[09/1172017 09:30:58.727): Try #5: Waiting

[09/11/2017 09:31:03.790]: No match on window title="Citrix Client Logon
Message - \\Remote'

[09/11/2017 09:31:03.806}: Try #10: Waiting

[09/11/2017 09:31:08.837]: No match on window title="Citrix Client Logon
Message - \\Remote’

[09/11/2017 09:31:08.853]: Try #15: Waiting

[09/11/2017 09:31:13.900]: No match on window title="Citrix Client Logon
Message - \\Remote'

[09/11/2017 09:31:13.916}: Try #20: Waiting

[09/11/2017 09:31:18.947): No match on window title="Citrix Client Logon
Message - \\Remote'

09/1172017 09:31:18.963]: Try #25: Waiting
1172017 09:31:23.995): Try #30: Waiting
1172017 09:31:26.135]: Screenshot File Created

[09/11/2017 09:31:26.135): WARNING: Unable to confirm that session launched

5" and Title="Internet'

— - e Isolation of
the failure point

1. Inthis case, failure occurred at the launch stage (marked by the '1')

2. The screenshot (2) proves that the application failed to launch and shows the root cause of the
Citrix workflow and application launch failure as being the result of a licensing problem

3. By navigating to the "Details" or "Analytics" section (3), we can see that the launch failed at the
point of verifying that Internet Explorer launched
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Proactive Monitoring and Troubleshooting

Automatic Citrix Discovery and Dependency Map

Goliath's Automatic Citrix Discovery and Dependency Map intelligently creates a dependency map of
your entire Citrix infrastructure with true end-to-end visibility of the health of your Citrix infrastructure.
This single, macro view used as a real-time NOC display of your Citrix environment gives administrators
the ability to monitor, manage and troubleshoot issues with Citrix, whether the root cause is the Citrix
infrastructure or the supporting IT elements. It shows the overall health of your environment at-a-glance
and provides context-sensitive supporting metrics and details as you select each element. You can drill
down and dynamically examine your environment and troubleshoot issues more easily since everything
is broken down logistically.

Highlights:

» Automatically deploys to your environment, with no manual set-up.

> Eliminates the time it takes to correlate root-cause to elements in your environment by
graphically representing all the connections between components in your Citrix infrastructure.
Easily switch between data centers and farms to eliminate siloed architectures.

> Drill down to the host level and view specific metrics for each element in your environment.
View end user experience metrics for different layers in your environment at-a-glance.

Physical Layer:

1. Automatically map your entire Citrix infrastructure to visualize connections, relationships, and
health of components.

2. Easily switch views to different data centers or locations.

Correlate end user experience issues to delivery infrastructure components and health.

4. See context-sensitive metrics and alerts for selected components.

w

Prod VDI East
Citrix XenDeskiop 7.9.0.43 Patinum

Prod VDI East v Data Center Health
Prod VDI East 5 Crtical 0 Major 4wamng 8 Normal
Top 5 Critical Alerts Seveity  #of Alerts
Prod VD! West Remote host is unreachable - g
(10.20.20.106)
No Keep-Alive Message Received
Infrastructure 1 (prod.svr-xddc01) o 41718
No Keep-Alive Message Received
Delivery A~ (prod svr-ic01) ] 39368
N No Keep-Alive Message Received
2
Machine { < \g (prod svr-dcd1) 8} 34
2 Log=Application; Src=Citrx Broker
5\{1»:;} Service; ID=301 u 2
2 Top 5 Volume Alerts Severty % of Tickets
- Remote host s unreachable i——
!,/' ‘/?\‘ > {10.20.20.106) LI G l
- ~ } No OID definition found I b
groonera moosns.. ) 136141687643203 | cm—
= No Keep-Alive Message P —
Received (prod swr-xddc01) LES—
No Keep-Alive Message —
Received (prod svr-fic01) n
No Keep-Alive Message B
Received (prod sv-dc1) [ CHm—

luser Connection Failures

Concurrent Users and Sessions

r Experience Faults
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Delivery Layer:

1. Shows the logical connections and dependencies of your Citrix environment by delivery group,
machine catalog, and down to the specific image.

2. Correlates end user experience metrics for the selected delivery groups.

3. Delivers context sensitive metrics for any selected component.

R SR |
Goliath Connect vV A
Infrastructure
Delivery 9
Machine
Romote bostia
110.2029.106) " o
Doy oo o
No Keep Alve Messagn Recerred
b e e ol 3%
besrrar ey L o
8 510
% 0f Tikess
Remate host
2 (102020 106) LI e
No CI0 deteitin fourd
1361416676 43203 L
=
oncurtent Usass by Delive Avoragi Logon Duration by Delivary Group Rocotver Vorssor
-
" !
e e SRS e s
——— - e > — 8 ore
= B T [ 5 U o ) S /\

Machine Layer:

1. In addition to the delivery group elements, the machine layer displays Citrix PVS and/or MCS as
well as the hypervisor resources and hosts.
2. The details on the right pane will update according to the selected node.

- I
rd B
Infrastructure :}::}nmy -
Delivery " G R
Machine K Latens s

@ © O 06

Machine Catalogs

©OOO

Numbor of Machines 20)

Top 5 Critical Alarts Soverly  #olAlens

Avatable Logial Drive Space on

e e =] 4un

Avatable Logial Drive Space on

C\Program Fles\ o 41305
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Program Fles\Cit B o
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Program Files\Cit il 3955

XA Network Latency for User Tee

oitzes'at 531 u had

Top5Volume Alerts  Severlty %ol Tickets

Available Ls Drive Space on
C\Program E:\ n s v

Concurrent Users by Delivery Group ‘Average Logon Duration by Delivery Group Recever Version

0
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Real-Time Citrix Performance Graphs

Goliath provides five layers of visibility in one console: hardware, host, VM, OS, and application. The
performance graphs allow administrators to trend Citrix ICA/HDX Latency and Logon Duration as well as
resource utilization of each server.

Real-Time Citrix Virtual Apps & Desktops (CVAD) Session Display

Goliath provides granular real-time and historic data for all Citrix Sessions. When there are end user
experience issues, administrators can drill into an individual user session to gain deeper visibility and
identify the root cause. This include the ability to sort via AD/OU to understand if issues are isolated or if
they are correlated to a larger group of users.

TECHNOLOGIES'
VMware Horiton  SNMPTraps  Log M

cirix a : ns
App Servers Published Apps & Deskiops Virtyal Deskicps Kev Session Metrics Custom Search Apglied B0 records) Q. &' =

— T I e T e e e e T e T e |
oo Lopgeaon WeLeod, Healher A Gollalh [ e— T Sams T e remctesceussn W 7zsiet PRO-SVZDDCOZ | 20240123 124 . 20240123 134

(EODI2  Disconnected  MeLeod Heather A Golath T I T T ETY T5ms 26ms RemoteAccessVM g 17231019 2311087 PROSZO0CZ  A4OIATIEA. ROLTTISO. W50MZ |
cocadcd BoBosads G G - 289 . . . . " 024-01-17 133, 2024-01-17 150, 10.2050.112

Easily sort by AD/OU . Quickly identify users with poor experience e |

LoggedOft McLood, Heather & Goliath L l; % |_ 1985 16ms 45ms  Remote Access VM [ 17231019 2311087 PRD-SV200C01 20240117 092 20240117 125, 10.2050 113 |

Loggedon Floyd Roberts. SenicoAccounts 15[ 1% 22 1858 1ms ams RemoleAccessVM  §E 10206655 230132 PROSVDDCO2 0240117123, 20240117124, 102080112 |

e 5% 20|y 1038 1ms 3ms RemoteAccessVM M 17231020 1410422 PROSVZDDCOZ 20240107 113.. 20240147120.. 102080112 |

L % m 16ms 3ims RemotoAccess\M @ 1723103 2108 PROSIZODCOT 20240118120 20260148121, Tozsotz |
Discomectes  MeLeod Heamer A Golam P I P T 21ms Sims RemotesccessvM 17231026 208 PROSVIDOCO!  20260131074. 20240131081, 102080112
1 Lopgeson MeLeod, Healher A~ Gollah 1685 Citie Cloud Vir ™ 2tz 23n087 ue2321-34-1 2200202083 20240202084 10206150
Dsconnsciea  WMeLeod HeamerA  Galam L % tlmmm 50 Tams sems Remctesccassi @ 17231030 2am08 PRO-SVIODCD!  2040205102.. 20240205114, 102050112
L 0% sovpmm 5% Ims RemeleAccessVM  §§ 10206855 210122 PRDSVZODCOZ 20240118081 20260110143 102050112
Loggeaon Floyd Robents SendceAccounts 1os|____ U 22% | 1525 ms 3ms RemoteAccessvi M 17231020 1410122 PRD-SVZDDCOZ  2024-01-171Z1.. 20240117122, 102050112
Loggedon FlojdRotes  Senicedccounts  tos|___ w% 2l 151s ams RemoAccessVM  §§ 10208855 21012 PROSIZODCO2 20240147122 20240147123 102050112
Loggeson MeLbod Heamor A Gollam P M PP Toms dine Remowsccess g 3ot 2anmos PROSVZ0DCOT 20240117164, 20240117171, 102050172

Hybrid Environment Monitoring

Goliath enables IT to monitor hybrid environments from a single platform. In addition to on-prem VDI
and/or Citrix/Horizon environments, you have the ability to monitor your AWS EC2 & Workspaces and
Azure VMs & AVD (coming soon) in one place.

GOLIATH Jas ds Application Availability Configure | Cloud Monitor

TECHNOLOGIES
Status  Alerts Citrix Topology  CPU Memory  Storage  Availability  Registry Wonitor health, performance, and end user experiences for
— your AWS and Microsoft Azure multi-cloud environments.
0s Type Device Name & Group

[} 10.20.20.110 Vhware Hosts & Storage  Free Trial

| 10.20.20.111 VMware Hosts & Storage = Contact

| 10.20.20.112 VMware Hosts & Storage @ Access Cloud Monitor

] 10.20.20.113 VMware Hosts & Storage - TZ0%
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In Session Real-Time Analytics Overview

Goliath provides the ability to drill down into a single end user's session and, at a glance, review key
analytics around that session performance: logon duration summary, key performance metrics from
ICA/HDX, VM resources, host resources along with application resource usage data.

This quick summary enables an administrator to quickly view correlated performance metrics and rule

out what isn't causing the performance bottleneck and focus on the metrics that appear to indicate root

cause.

GOLIATHIKkeary pence ® Disconnected Goliath SharedProduction

Drill down into everything
impacting a user’s session
in one place

Client Address: 1723104 Farm/Group: Shared Apps

'ser Connection Path

Cient Machine Name: Connected via:
KPEAUSUNS

Deiivery Controler:
10205082 PRI ]

Active Directory: ‘Sessin Host: Hypervisor Host:
SUNGBOOK2 D-5V200C0! SVR-DC02 BRD-SVZIA0 10.20.20.115 . .
e - Detailed connection
| — = - w - 4> — ON < metrics

Connect: 2023-06-23 14:28:57  Session Start: 2023-06-23 14:28:50  Session End: 2023-06-23 164304  Duration: 2h 14m 145 Reconnect?: No
|

EER clientvalia 78988 Severvaiia [ Avnenticare  [EEERIGPO 010578/ Profile  7.146's Intersctive Session

Logon overview

X eoter

User Summary and
GG a—
ICARTT o
cPU
Network Ready
Latency
IMemory
iConnection St
Speed Session metrics u"gn“; t met
Average ICA Channel Bandwidth Top 5 Processes by Resource Usage Processes of P PRE 7,2023
Program L) ODuration  CPU
WiPVSE# 1 7628 s5a10n4s5m  [lle%
120 Kope AgentSenice 11076 30dzhS0m  fow ] O |
N, ! 11.086 kibps. AggregatorHost 4920 55d10h46m  [0% | Esne ]
AolListener 1064 550100 44m 0% ] | 315 ]
AuthianSvr 11160 30d22h8m  [o% ] Wz us ]
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Real-Time ICA Channel Drill Down from Session Display
Goliath provides industry-leading visibility into Citrix session performance by breaking down the
ICA/HDX protocol and returning precise metrics around individual ICA/HDX channel performance.

Detailed ICA/HDX Channel Metrics Include:

> User Connection Performance » Thinwire Bandwidth
» Printing Bandwidth » DCR Bandwidth
> Audio Bandwidth » Multimedia Bandwidth
» Clipboard Bandwidth » And more!
» Keyboard and Mouse Bandwidth
GOLIATH\av ipp @ LoggedOff Goliath Deskiop Qe @ X
Summary Logon ICAHDX App Server Hypervisor Host Processes Alerts/Logs
porivsipgbincusontliiissulilioryl e IR s e s
ICA Performance o R - e Connection Speed and Bandwidth 9% 3

Identify when network latency is

causing ICA/HDX Latency by View the end user’s

connection speed for Citrix

correlating 3 metrics: ICA Latency,
Network Latency, & ICA Roundtrip

oiinai W canty . " . [ oa— ]
The elapsed time from when a user hils a key until the response
is displayed. High ICA RTT (>450ms) confirms  user

ICA Channel Usage experiencing session siovmess. If Net Latency is aiso high, then 1 Per Second o4
Net Latency is typically the cause of poor performance.
Otherwise then look 1o the application layer and OS
performance
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Real-Time Citrix Logon Duration Drilldown

If you can't drill down into all 33+ stages of the Citrix logon process, then you can't isolate and fix root
cause of logon slowness. With the Citrix Logon Duration monitoring and troubleshooting functionality
you can capture real-time Logon Duration times and get alerted to end user logon slowness on any of
the 33+ Logon Duration Stages.

The real-time Citrix Logon Duration Drilldown breaks down a user's logon process into each of the stages
to help understand what needs to be optimized to improve logon times. This report can also be used to
identify and troubleshoot session load problems by identifying what may be getting stuck or taking too
long to process. Threshold-based alerting on user logon times is also possible.

GOLIATHkeary pence ® Disconnected Goliath Shared Production
Summary Logon ICA/HDX App Server Hypervisor Host Processes Alerts/Logs
XA Server Name: PRD-SVZXAD1 Client Name: KPSAMSUNGBOOK2 Version: 233055 Hypervisor Host: 102020115
Session: HDX - Desktop Client Address: 172.31.017 Farm/Group: Shared Apps
Logon Summary
Logon: onnect: 2023-06-1309°54:00  Session Start: 2023-06-1309:53:23  Session End: 2023-06-1314:35:47  Duration: 4h 42m24s  Reconnect? No

View logontime

Logon Stage Details

Quickly identify the stage takingthe most time

ne
Stage Description Start Duration 12384 s i s

2023-06-13
Brokering ime tai azsic o the user. 09.53.23 677 01s /

Drill deeper into toas includi
Client Validation S eoend  gus3236T7 3663 o (I

3 ot g more...

substages

Server-side session validation time. This phase
begins at log on time and ends when validation is 09:53:23677T 36603 4§
Mare..

Server Validatiop

: Time taken to complete the authentication to the
¥ Authentication remote session, Click 1o expand this phase more.. 09:54:06.104 0s
> CPO Time taken to apply Group Policy objects during logon,

if required. Click to expand this phase for more... Oecs0:08.767 07182 l

Profile Time taken to load the user profie, if required. This

o4 5. A
time & ncreased when Ciiri Profile more... 095405853 0a2s

The tatal time required to hand off keyboard and
Interactive Session mouse control to the user. This is normally the 09:54:06.073 G424z
more...

Group Policy bandwidth estimation failed. Group Policy processing will continue. Assuming fast link.

Session Brokering O

Citrix VDA Session Startup Citrix WorkSpace Session Startup

e Ltagong ass Session Startup 0435 Launch Fage Yed Server Duraion L T--1% Seseion Creation Clet F-25 1

Sessicn Cregmon e Ao ReoLnon a0 Sener [+=11 Saigin Looe-up St [-L-a]1
STARTLS_CLENT neaes Ticaet Mesores Ve Sener QW e

The logon duration drilldown allows an administrator to parse logon times into each of the stages and
sub- stages. This includes the details of the brokering process that the Citrix Delivery Controller and
Receiver is responsible for and the breakdown of the session launch from mouse click to being delivered
onto the XenApp/XenDesktop Server or VDI, including but not limited to:

» End User Mouse Click to Launch » XML Service Name Resolution of an App
Application or Desktop to Session Host or Desktop to a Session Host
ICA/HDX File Download » User Authentication
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» Time to Request Session Creation » Logon Script Execution
» Determine the Session Host STA Ticket » Desktop Load
Retrieval
When the session is established on the XenApp/XenDesktop Server or VDI, GPM further breaks down
the policy and profile load stages to determine the root cause of which script or stage caused the logon
delay. This is accomplished by providing the details of how long each process took and iterating each
execution stage and how that occurs including:

» Identifying and establishing connection to the Domain Controller for authentication
> LDAP calls to copy over policies
» Copying over each script file

Execution of each group policy and script to determine the execution time of:

> Registry Extensions » Drive Mapping

» Citrix Group Policy » Printer Mapping

» Folder Redirection » OU Policy Execution
» Citrix Profile Management
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Real-time Remediation Actions

On-demand remediation actions are built into the troubleshooting flow. Actions are on the screens
where you are troubleshooting. Real-time commands, empower help desk and IT professionals to take
actions, and resolve issues in real-time during a live session for things like:

» Disconnecting a session
» Logging off a user

» Killing a process

» Ending an application

Having real-time actions built into the workflow reduces context switching for more efficient
troubleshooting. Since access to Citrix Director is not required, this allows for remediation actions to be
performed earlier in the troubleshooting process, reducing the number of escalations.

ICA/HDX App Server Processes

Summary Logon Hypendsor Host

Lop Off User

XA Serves Name: PRO-SVZXAD] Client Hame: HHMacBook Version: 23.01.0.16 Hypervisor Host
Session: HOX - Appication Client Address: 1723105 Fanm/Group: Shared Apps.
User Connection Path
Cliat Magning Nama: Connectes vis: Outiv . -
) Prty e Real-time remediation
GOLIATHKeary pence Golatn ShareaProduCtion
Summary Logon ICAHDX App Server Hypervisor Host Processes Alerts/Logs
XA Server Home: PRD-SVZXAD1 Chient Name: KPSAMSUNGBOOKZ  Version 213055 Hypendsor Host:  10.20.20.115 t 20230524 08:55, SessionEng -  Durabion OR 1875 Reconneet? No
Session: HOX - Desiop Client Address: 17231017 FarmiGroup: gnared Apps
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Out-of-the-Box Monitoring Intelligence

Goliath comes with embedded intelligence and automation consisting of hundreds of pre-configured
monitoring rules and alerts based upon best practices from Citrix, VMware, Microsoft, and our own
Goliath consulting experience. So immediately upon deployment, the product begins using this
embedded intelligence to automatically search out these known failure points and conditions. This out-
of-the-box functionality simplifies deployment and allows administrators to immediately begin focusing
on improving environmental bottlenecks or failure points.

These rules cover the following conditions and more:

>
>

Virtual Host & VM: CPU, CPU ready, memory provisioning, storage performance, and B/W usage
XenApp & XenDesktop End User Experience: ICA/HDX latency, logon duration, server load

Unregistered machines, active users/sessions per server, and available desktops

>
>

Application crashes, hangs, and high CPU/memory utilization

Citrix delivery controller, StoreFront, PVS, Licensing Server, and Windows dependencies group
policy and registry faults

Printing and profile faults

Windows errors and faults

Be Proactive | goliathtechnologies.com 15



ChromeOS Devices

Goliath is leading the way as the only vendor with access to Google’s APIs providing visibility into the
health and performance of ChromeOS devices. We take that even further by correlating ChromeQOS
device telemetry with Citrix session data, user behavior, and the underlying IT elements that are part of
the delivery infrastructure.

Embedded Intelligence and Threshold Lines

View ChromeOS device details on performance and usage metrics like CPU, memory, disk, network
usage, battery health, local network signal strength, and CPU temp to quickly diagnose issues impacting
overall device performance.

Summary Logon ICA/HDX App Server Chrome OS Hypervisor Host Processes Alerts/Logs
XA Server Name: DEVSVR-CTXCLX01 Client Name: HM-Test Version: 234012 Hypervisor Host:  10.20.20.112
Session: HDX - Deskiop Client Address:  192.168.1.164 Farm/Group: Citrix Cloud Apps
Device ID: b09cf23e-d037-496d-9... Customer: customers/C02pre9p5  Organization: 03ph8a2z38vdj0y Serial # MBNXCV17W924348
Network: Poor Battery Health: Healthy CPU Temp: Core 0: 127 4°F (53°C) | Core 2. 132.8°F (56°C)
CPU % Used Memory % Used Storage % Used

| | ‘ | - 10% (2.45GE of 24.41GE) ‘

CPU% D 11 Memory% 2 0

Local Network Signal Strength 2 0

Correlated User Experience Data in a Single view

Troubleshoot the root cause of end user experience issues by correlating ChromeOS device health and
Citrix session performance metrics. In a central console see ChromeOS device health, Citrix, and IT
delivery infrastructure performance that can impact end user experience.
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Sossion Start: 2023.03-0108:4836  Session End: 2023.03-01 11:46:31  Duration: 2h57m55s  Reconnect?: No
L
X Cienivald 78438 Server vaia  [XZEEY Authenticate I GFO  O.M1s Profle 4875 Interactve Session
ICAIHDX Virtual Machine Resources Host Resources

Cmmww%w

Speed OUT

Average ICA Channel Bandwidth

cPU cPU
Ready Ready
Memory Memory
Storage

W Latency

Top 5 Processes by Resource Usage
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See all devices, including ChromeOS devices, in a centralized inventory view. As new ChromeOS devices

are added to your environment, Goliath automatically populates the new devices into your inventory

without manual configuration.
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Advanced Remediation & Alert Self-Healing

Improved Troubleshooting & Help Desk Operational Workflows
Goliath goes beyond providing differentiating Citrix visibility and granular metrics by also delivering
unique operational features that allow organizations to take the next step in improving operational IT

troubleshooting and Help Desk workflows.

Threshold-Based Alerting

Define custom thresholds and receive proactive notifications based on faults, errors, and conditions so
administrators can resolve issues before end users complain. Configuring alerts and tuning them to the
specifications of each department requires no scripting or customizations because there are prebuilt

templates for each type of alert.

Specify Monitoring Rule Parameters and Properties

"Rule Name: Citrix Server Alert

" Description:  Server reaching thresholds for CPU, Memory, and Network resource levels L

Critical |

2 Severity

Citrix CPU, Disk and Memory Parameters

CPU Performance Thresholds:

Proactive notifications CPU Ready (Percent): 2

on CPU, storage and
memory performance

Disk Performance Thresholds:

Throughput (KBytes/sec), Read: 2000

IOPS (Operations/sec), Read

Latency (Milliseconds), Read: 200

Memory Performance Thresholds:
Active: |60
Shared
Swap-in

Ballooned

Be Proactive | goliathtechnologies.com

® Percent

Define custom thresholds

Write: 2000
Write
Write: 100 Total
GB
Consumed: |90
Granted
Swap-out

Overhead

Cancel
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Alert Resolution Feature

For workflows that cannot be automated, Goliath allows administrators to automatically pass on
troubleshooting instructions to the appropriate administrators when certain alerts are triggered. This
enables consistent response quality regardless of the help desk responder and frees up senior resources
for other projects rather than responding to recurring issues.

Specify Monitoring Rule Parameters and Properties
Alert Resolution Notes

A program, the Clsid displayed in the message, tried to start the
DCOM server by using the DCOM infrastructure. Based on the
security ID (SID), this user does not have the necessary permissig

start the DCOM server Save remediation instructions

in Alert Resolution feature.

RESOLUTION
R Verify that the user has the appropriate permissions to start
the DCOM server.

Log ¥To assign permissions:

1. Using Regedit, navigate to the following registry value
HKCR\Clsid\clsid value) localserver32

¢ The clsid value is the information displayed in the message.

Type:

2. In the right pane, double-click Default. The Edit String dialog
box is displayed. Leave this dialog box open.

3. Click Start, and then click Control Panel.

4. Double-click Administrative Tools, and then double-click

oK Cancel
W YOrT O T2
& VDI-PERF13
& VDI-PERF14
= D"Auto Register Group (XenApp Farm. ServerName: ; Version: ; AdminType: )
& DEV.SVR-LIC02
2 & DEV.SVR-XDDCO03
£ GOLDVDI-PERF000

Open Al Select Al Unselect Al Close Al

Include remediation instructions with alerts to ensure

consistency of fix actions and reduce resolution time.
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Advanced Reporting

Industry-only End User Experience Reports
Citrix End User Experience Scorecard

Provide management with automated health checks that objectively demonstrate the quality of the end
user experience IT is delivering. View EUE across the organization, by AD/OU, or individually. The only
report that scores EUE based on comparison against industry standards.

Citrix XenApp - End User Experience

Citrix XenApp - End-User Experience Scorecard Report for specified time period
Reporting Period: 5un Dec 25 2022 15:32:45 - Fri Jun 23 2023 16:32:45 SortBy: User Name Report Run: Fii Jun 23 2023 16:32.45

Total Users: 13

50 99 98 99

87 Connection Speed Score Network Latency Score ICA RTT Score ICA Latency Score
Overall EUE Score 17.12 4.34 21.02 4.46
Avg Connection Speed (Mbps) Avg Network Latency {ms) Avg ICARTT (ms) Avg ICA Latency (ms)
=S = 0 2 Y 5= <P

erca ones Miami Offce Finance o T 1786 268 5
Bobiby Hansen. Miami Office Finance & 173 174 n1e 12
AprdKirby New York Office Sngineering - P o o172 wz
Malik Kant Contract {india) Finance L] 89.00 5026 2088 2020
HectorSuaren e York Offce sales " s0m am P 20
Trac seall New Yok Offce [Sw— n 20 798 raz1e 15453
Pramod para Contras ncia) enginacring ™ sy 1708 a0 a2sn
e ——— e » = e &
Chaude Daniel Miari Offce sales 2 e s0ss =18 o
Blake Mathis New York Office Finance L 4256 6973 14808 13745
Shayne Mcdan el New York Office Sales. B4 10.90 LAl %18 478
Von Raymond Mizmi Office Sales. . 4598 275 266 e
Mehvin Shannon New York Office Finance L an 2550 4780 28.26
Connection Speed score thresholds: Network Latency score threshoids: ICA RTT scors threshokis: ICA Latency scors thresholds:

Excellent: > 49 Mbps Excellent: < 101 ms Excellent: < 201 ms Excellent: < 101 ms

Good: <= 49 and > 24 Mops Good: >= 101 and < 151 ms Good: >= 201 and < 351 ms Good: >= 101 and < 201 s

Fair: <= 24 and > 10 Mbps Fair: >= 151 and < 250 ms Fair: >= 351 and < 450 ms. Fair: >= 201 and < 400 ms
W Poor: <= 10 Mbps. W Poor: >= 250 ms B Poor: >= 450 ms. W Poor: >= 400 ms
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Citrix Logon Duration Scorecard

This report provides a holistic view of Citrix logon times and experience across the organization, and
automatically compares performance against internal SLAs and industry best practices. Data can be
filtered by location, AD/OU, time period, users, or specific machines.

Citrix XenApp - XenApp Logon Duration Scorecard (Location)

Citrix XenApp - LogOn-Duration Scorecard Report for specified time period

Reporting Period:  kon May 15 2023 09:02:53 - Mon May 22 2023 09:02:53 SortBy: User Name Report Run: on May 22 2023 09:02:53

Total Users: 6

13.37s

Avg Initial Logon Duration Avg Reconnect Duration

GOLIATH\Floyd Rebarts corp geliathtechnologies. comiAccounts/Service Accaunts

GOLIATH\Hesther McLsod corp golisthtechnologies. com/Accounts/Goliath

= - 2
== = 1

Initial Logon score thresholds: Reconnect score thresholds:

Excellent <31s Excellent <11

Good:>=31and<d5s Good:>=11and<25s

Fair>=45and<60s Fair==25and<45s

M Poor:>=60s W Poor>=45s

End User Productivity Report

This report addresses a growing need by management to understand who is using Citrix, with what
frequency, and what applications they are accessing. These insights into the effectiveness and
accessibility of the current tools help organizations maintain a high level of productivity, avoid any
roadblocks, and identify unneeded applications.
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Citrix XenApp - End User Productivity Report

Citrix XenApp - End user interaction (e.g. keyboard and mouse input), inactivity, and session details, for specified time period

2021 14:12:02

Understand the frequency with iisiasl Applications
See who's using Citrix =
which users are engaged Used
User Display Name | Client IP Connected Via | App Server Session State | Duration | Interaction | Inactivity | Inactivity Max | % Interaction || Apps / Desktop Name
Randy Hilaire 127.31.029 522455 XAOPS001 2021-01-04 09.07:18  2021-01-04 17:05 LoggedOff 9h Om 7h Om 2h0m 42m 778 Chrome, Outiook, Excel
|Zack Trieber 12733029 522455 XAOPS004 2021-01-04 09:0703  2021-01-04 18.02 LoggedOff Sh 54m oh 31 23m 8m 965 Outlook, Excel
Vinita Zacanas 127 415587 522455 XAOPS001 2020-12-28 1550140  2021-01-04 04:2307  LoggedOff 9h 8m 8h 23m 45m 25m 953 Chrome, Outiook
Genevie Langwirthy 127.13.092 522455 XAOPS004 2020-12-24 102153  2021-01-04 04:05:41 LoggedOff 8h Om 7h2im 39m 8m 921 Chrome, Outiook, Excel
Devora Paille 127.34821 522455 XAOPS005 2021-01-06 123240  2021-01-06 12:3805  LoggedOff 5m 5m Oom Om 100 Outlook, Excel
llene Mouiton 127204390 522455 XAOPS004 2021-01-05 1553110  2021-01-05 155629  LoggedOff 5h21m 4h 15m 1h 6m 1im 822 Calculator
Marci Simonton 12796543 5524557 XAOPS004 2021-01-05 15:3230  2021-01-05 15:37.58  LoggedOff Sh Om 7h Om 2h Om 42m 778 Chrome, Outiook, Excel
Isabela Pastrana 12724451 552455 XAOPS004 2021-01-05 152305  2021-01-05 152623  LoggedOff 9h 54m 9h 31m 23m 8m 95 Chrome, Outiook, Excel
Maribe! Trent 12724587 5524557 XAOPS004 2021-01-05 15:0247  2021-01-05 15:08:13  LoggedOff 8h Om 7h21m 39m 8m 921 Chrome, Outiook, Excel
Florence Lamantia 127.2556.11 552455 XAOPS004 2021-01-05 14:5252  2021-01-05 14:56.10  LoggedOff 9h 8m 8h 23m 45m 25m 953 PowerPoint
Terence Suda 127325143 552455 XAOPS004 2021-01-05 14:3250  2021-01-05 14:3822  LoggedOff 9h Om 7h Om 2hOm 42m 778 Chrome
Con Deveny 127.21.31.44 5524557 XAOPS004 2021-01-05 14:2246  2021-01-05 14:26.05  LoggedOff 9h 54m 9h 31m 23m 8m %5 Outlook, Excel
Robbie Addison 127.20655 552455 XAOPS004 2021-01-05 1411012 2021-01-05 14:1526  LoggedOff Oh 8m 8h 23m 45m 25m 953 PowerPoint
Mariano Waldrup 127.21.3344 552455 XAOPS004 2021-01-05 14:02116  2021-01-05 14:07:36  LoggedOff 8h Om Th2im 39m Sm 921 Chrome
Leslie Bartos 127224467 552455 XAOPS005 2021-01-06 122300 2021-01-06 12:26:19  LoggedOff 5h21m 4h 15m 1h6m 11m 822 Calculator
Patrick Kidell 1275322.12 5524557 XAOPS004 2021-01-05 13:3247  2021-01-05 133811 LoggedOff 9h Om 7h Om 2h Om 42m 778 Chrome
Lois Buriss 127443223 552455 XAOPS004 2021-01-05 132252  2021-01-05 13:26:11 LoggedOff 9h 54m 9h 31m 23m 8m 965 Outlook, Excel
Claudia Chain 12744236 552455 XAOPS004 2021-01-05 13:0239  2021-01-05 13.0806  LoggedOff Sh 8m 8h 23m 45m 25m 953 PowerPoint
Mike Pagliarulo 1278432111 552455 XAOPS004 2021-01-05 125312  2021-01-05 125632  LoggedOff 7h 21m Chrome

How to Use: Run this report on-demand or schedule to run daily, weekly, or monthly to track how many hours an end user is
active in their Citrix Session and how much time they were inactive.

Example Purpose: With the increase in remote workers, understand if workers are adapting to the new work style and have the
right level of access tools to be productive.

Average ICA Latency by Location

This report provides comprehensive provides a quick view of the average ICA latency segmented by
location enabling IT to quickly see the performance at each location and focus resources to locations
with high ICA latency.

Citrix XenApp - XenApp Average ICA Latency by Location TR

Roporting Pariod:  Wod Jul 19 2023 10:42:13 - Wad Jul 26 2023 10:42:13 Report Rus: Wed Jul 26 2023 104213

Average ICA Latency

NYC Office

London Office

Citrix XenApp & XenDesktop Reports (CVAD)
The XenApp & XenDesktop reports from Goliath provide complete end-to-end visibility into the
underlying delivery infrastructure so you can see how your environment is performing.

Citrix Usage & Productivity:

» Client Report » End User Activity Report
» End User Productivity Report » Environment Summary Report
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» License Usage Report » Session Activity
» Peak Usage Server Health

Citrix End User Experience:

» Logon Duration » XenApp End-User Experience

» XenDesktop Logon Duration XenApp End-to-End Connection
» XenApp ICA Latency » RDS & Terminal Services Errors
» XenDesktop ICA Latency

» User Logon Problem

A\

Application Availability Monitor Reports:

» Simulation Success/Failure Analysis

Citrix XenServer and VMware Performance Reports

To proactively manage the Citrix XenApp/XenDesktop end user experience, using this set of reports wil
allow you to proactively detect and troubleshoot issues such as printing, profile and logon failures, and
high ICA latency in order to remediate issues before end users complain.

Virtual Infrastructure Performance:

» Citrix XenServer - Host Performance » VMware ESX/ESXi - Host Performance
» Citrix XenServer - Virtual Machine » VMware ESX/ESXi - Virtual Machine
Performance Performance

» Citrix XenServer - Storage Usage
» VMware ESX/ESXi - Storage Usage

Be Proactive | goliathtechnologies.com
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Get started today with a free
or a of Goliath
Performance Monitor

GOLIATH

TECHNOLOGIES
BE PROACTIVE


https://goliathtechnologies.com/schedule-demo/
https://goliathtechnologies.com/free-trial/goliath-performance-monitor-30-day-free-trial/

